PV-Logger mit Raspberry Pl, SBFspot und 123solar
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Der Raspberry Pl ist ein Minicomputer auf einer nur 9x6 cm grol3en Platine, der sich vielféltig erweitern ldsst. Er wurde urspriinglich
zu Lern- und Demonstrationszwecken entwickelt, eignet sich aber auch flr die Realisierung verschiedener privater oder
professioneller Anwendungen, wie z.B. einem PV-Logger mit Visualisierung via Web-Browser.

SBFspot ist ein Open-Source-Projekt, mit dem aktuelle und archivierte Daten von einem SMA®-Wechselrichter tber Bluetooth oder
Ethernet (Speedwire®) abgerufen werden kénnen. Das Programm funktioniert unter Linux (Raspberry Pi) und Windows. SBFspot
verbindet sich tber Bluetooth oder Ethernet mit Ihrem SMA® Solar-/Batteriewechselrichter und liest Archiv-Tag/Monat-
Stromerzeugung, Benutzer-/Installateur Ereignisse und die aktuellen (Spot-) Daten aus. Die gesammelten Daten werden in einer SQL-
Datenbank oder SMA®-kompatiblen CSV-Dateien gespeichert. Ein separater Service/Daemon l4dt die gesammelten Daten auf
PVOutput hoch. Eine Liste bekannter Fehler findet man unter den dokumentierten Problemen. Eine ausfiihrliche Dokumentation und
haufig gestellte Fragen finden sich in der SBFspot-Wiki. Der aktuelle Quellcode wird auf den Raspberry Pi heruntergeladen, und
anschlieBRend kompiliert und gebunden.

PVOutput ist ein kostenloser Onlinedienst zum Teilen und Vergleichen der Leistungsdaten von Photovoltaik-Solarmodulen. Es
bietet sowohl manuelle als auch automatische Moglichkeiten zum Hochladen von Daten. Die Ausgabedaten kdnnen grafisch
dargestellt, analysiert und Gber verschiedene Zeitrdume mit anderen Leistungstragern verglichen werden. Durch die Moglichkeit,
mit dhnlichen Systemen in unmittelbarer Nahe zu vergleichen, konnen kurz- und langfristige Leistungsprobleme leicht
identifiziert werden.

OpenWeatherMap ist ein Online-Dienst, der eine frei nutzbare Programmierschnittstelle (API) fir Wetterdaten,
Wettervorhersagen sowie historische Wetterdaten fiir die Entwickler von Webanwendungen und mobilen Geraten bereitstellt.
OpenWeatherMap verwendet OpenStreetMap zur Darstellung von Wetterkarten.

Beim Upload der Daten zu Pvoutput werden von OpenWeatherMap gleichzeitig die aktuellen Wetterdaten des
Anlagenstandortes bereitgestellt und zusammen mit den der Spot-Daten des Wechselrichters gespeichert.

123Solar ist eine Reihe von PHP/JS-Dateien, mit denen die Daten des Photovoltaik Wechselrichter mittels Browser visualisiert
und Uberwacht werden kénnen. Dazu wird lediglich ein Webserver und PHP bendétigt.

OpenMediaVault (OMV) ist ein freies Betriebssystem zur Realisierung eines Netzwerkspeichers (NAS). Es basiert auf der Linux-
Distribution Debian.

Der Solarlogger kann glinstig mit einem Raspberry Pl und ein wenig MUFF selbst gebastelt werden. Einfach ein paar mal mit der
Maus fuchteln, einige Dateien auf die SD-Karte des Pi downloaden und die individuelle Einstellungen vornehmen. Hier in der
Bastelanleitung des Solarloggers ist das detailliert beschrieben.


https://www.raspberrypi.org/
https://github.com/SBFspot/SBFspot
https://github.com/SBFspot/SBFspot/issues
https://github.com/SBFspot/SBFspot/wiki
https://de.m.wikipedia.org/wiki/Raspberry_Pi
https://pvoutput.org/
https://www.openweathermap.org/
https://www.openstreetmap.de/
https://123solar.org/
https://www.openmediavault.org/
https://www.wie-sagt-man-noch.de/abkuerzung/muff.html

Raspberry Pl Grundinstallation

Als erstes die neuste (gezippte) Version von Raspian Buster Lite auf den PC downloaden und entpacken. Dann mit dem Tool

Win32diskimager das Image auf SD-Karte schieben. Anschliefend Root-Verzeichnis der SD-Karte eine leere Datei SSH (ohne
Extension !) erstellen.

boot (F:) w

GroBe

Mame

Anderungsdatum VP

ssh 0 KB
issuetxt KE
cmdline bt KB
LICENCE.broadcom 2 KB
config.txt KE 26.00.201901:11 extdokument
~ ficup_cd.dat IKE  25.00.201915:28 DAT-Date
2 DAT-Date

_ fixupded.dat 1 KE

Jetzt kann die SD-Karte fiir den ersten Start in den Raspi eingesteckt und der Raspi gebootet werden. Sobald der Raspi gestartet
ist, die vom Router per DHCP vergebene IP-Adresse auslesen und mit putty auf dem Raspi anmelden (user:pi, pw:raspberry)

@ PuTTY Configuration 7 x E? pi@himbeerix: ~ - [m] x
Category:
=I- Session Basic options for your PuTTY session

Specify the destination you want to connect to

Host Mame {or IP address) Port
[192168.1786 |[22 |
Connection type:

(O Raw (O Telnet () Rlogin ® SSH () Serial

Appearance
Behaviour
Translation
Selection

Load, save or delete a stored session
Saved Sessions
| Himbesrix |

Default Settings Load
Asterix

Data

Proxy Icefix S
MXculix

Telnet oMV Delete

Rlogin Obelic

Close window on exit:

Aways () Never (®) Oniy on clean exit

Help Open Cancel

Raspi auf aktuellen Stand bringen und konfigurieren:

sudo apt-get update
sudo apt-get upgrade

sudo raspi-confiq

folgende Werte anpassen:
(1) Passwort andern: altes pw: raspberry, neues pw: ***¥**
(4).(1) Lander Option- Zeichensatzédndern: de_DE.utf.8
(4).(2) Lander Option-Zeitzone dndern: Europa / Berlin
(2).(1) Netzwerk / Hostname dndern: Himbeerix

).

(7).(1) Dateisystem erweitern: ok

the current user

Boot Options Configure options for start-up

Localisation Options
Interfacing Options
6 Overclock

7 Advanced Options

8 Update

9 About raspi-config

[LRTRNPNY

<Select>

Set up language and regional settings to match your
Configure connections to peripherals

Configure overclocking for your Pi

Configure advanced settings

Update this tool to the latest version

Information about this configuration tool

<Finish>



https://downloads.raspberrypi.org/raspbian_lite_latest
https://sourceforge.net/projects/win32diskimager

OpenWeatherMap und PVOutput

Die vom Logger ermittelten PV-Daten sollen zusammen mit den via OpenWeatherMap ermittelten Wetterdaten auf den
Onlinedienst PVOutput hochgeladen werden. Deshalb missen zunachst die entsprechenden Accounts erstellt werden.

OpenWeatherMap
Account erstellen und mit get API-Key den Service ,,Current weather and forecast” hinzufiigen. AnschlieBend unter ,,API-Keys”

einen neuen Key generieren. Dieser wird dann an der entsprechenden Stelle zusammen mit der ,,City ID“ im PVOutput-Profil
eingetragen.

B Support Center Q Weather in your city  HellompScl & Logout

Weather Maps ~ API Price Partners Stations Widgets News About ~

)hé nWeather

New Products Services APl keys Billing plans Payments Block logs Store My profile
Name Description Price plan Limits Details
Weather Current weather and forecast Free plan Hourly forecast: unavailable

Daily forecast: unavailable
Calls per minute: 60
3 hour forecast: 5 days

PVOutput

Die Daten des Wechselrichters sollen zusammen mit den aktuellen Wetterdaten des Anlagenstandortes zu PVOutput
hochgeladen werden. Deshalb wird jeweils ein Account bei PVOutput und OpenWeatherMap benétigt. In der
Konfigurationsdatei fiir den Upload SBFspotUpload.cfg miissen die Seriennummer des Wechselrichters zusammen mit der von
PVOutput vergebene System Name (71661) sowie der API-Key eingetragen werden. Der API-Key von OpenWeatherMap muss
wiederum in der Konfiguration von PVOutput fiir die Anlage eingetragen werden.

<& PVOutiput API Settings

= Iogged in as mpsol
Agg Outeus | Your Outouts | EV Lagder | S

tistics | Live Outouts | Teams | Eavourites | Seitiogs | Community | D APl Acosss [Enabled [ | HELP

Account Settings =
API Key

Login mpsol
Email SRy Your AP1 key is o update your d = sep your AP key se
Mitumtet, pusauont rusets. serts 20 reparts are se Resa Only Key |
Donation Stervs  IDSITS e I A e
. . AE— A your cwn key with read only accsss - =
New Passwcrd  (esssssssssscscsss AP Refemer [
. The URL of your webpage. Only applicable if you are embedding portigls
Retype Passwors
Data Settings Registered Systems
Search Min_ O o System Name System id  Status Add System
mpSel £ ) Default 1
e PVOutput
You are logged in as mpsol Automatic Uploads
Add Output | Your Outputs | PV Ladder | Statistics | Live Outputs | Teams | Eavourite -

Edit System Primary Device | weather ~]

Autamatically downlosd data fram the sbove devies and save il te your pvautp

Poll Interval S minutes |~

How often to download data from the AFI

Shitt Time Hone

IMowe the time reponed by the devics to sync with other sources

y Device [Mone |

device can be used to upload in the opposite or same dire

System Name mpsol

1t you o
NumBber of Panels

Total number of pans

Panel Max Power |z50

Sutput of your panels in

System Size [8500 ] Second

Weather Device | OpenwWeatherMap |~

Sptional Crisntation in APl Key il - <

Mumper of Inverters

City 1a 2549013

Total AC powar cutpu
Country

Zeitdienst installieren/einrichten

sudo apt-get install ntpdate
sudo ntpdate -u ptbtimel.ptb.de



https://www.openweathermap.org/
https://pvoutput.org/
https://pvoutput.org/

Web Server und PHP einrichten

sudo apt-get install apache2

Wenn jetzt die IP-Adresse des Piim Browser eingegeben wird, sollte folgende Seite angezeigt werden:

(a Apache2 Debian Default Page

This is the default welcome page used to test the correct operation of the Apache2 server after
installation on Debian systems. If you can read this page, it means that the Apache HTTP server installed
at this site is working properly. You should replace this file (located at /var/www/html/index.html)
before continuing to operate your HTTP server.

If you are a normal user of this web site and don’t know what this page is about, this probably means
that the site is currently unavailable due to maintenance. If the problem persists, please contact the
site’s administrator.

Debian’s Apache2 default configuration is different from the upstream default configuration, and split into
several files optimized for interaction with Debian tools. The configuration system is fully documented
in /usr/share/doc/apache2/README.Debian.gz. Refer to this for the full documentation.
Documentation for the web server itself can be found by accessing the manual if the apache2-doc
package was installed on this server.

The confiquration layout for an Apache2 web server installation on Debian systems is as follows

Htaccess aktivieren

Bei Apache liegen die Webseiten unter /var/www/, wo dann unbedingt die HTTP-Authentifikation zugelassen werden sollte.
Die Zugriffsrechte werden via .htaccess-Dateien geregelt. Um diese verwenden zu kdnnen, muss die AllowOverride Einstellung in
der Apache 2 Konfiguration angepasst werden. In der Konfigurationsdatei (apache2.conf) muss im Feld <Directory /var/www/>
far AllowOverride All gesetzt sein !

Zugriffsrechte eintragen

sudo nano /etc/apache2/apache2.conf

pi@himbeerix:~ S sudo nano /etc/apache2/apache2.conf
GNU nano 3.2 /etc/apache2/apache2.conf
# This is the main Apache server configuration file. It contains the
# configuration directives that give the server its instructions.
# See http://httpd.apache.org/docs/2.4/ for detailed information about
# the directives and /usr/share/doc/apache2/README.Debian about Debian specific
# hints.
#
<Directory />
Options FollowSymLinks
AllowOverride None
#Require all denied
Require all granted

</Directory>

<Directory /usr/share>
AllowOverride None
Require all granted

</Directory>

<Directory /var/www/>
Options Indexes FollowSymLinks
AllowOverride All
Require all granted

</Directory>

Damit der user www-data auch den Symlinks folgen kann wurde auBerdem unter <Directory /> die Option FollowSymLinks von
Require all denied auf Require all granted gedndert.



PHP mit allen zugehorigen Paketen (aktuell Vers. 7.3) installieren

sudo apt-get install php7.3 php7.3-curl

PHP Konfiguration bearbeiten

sudo nano /etc/php/7.3/apache2/php.ini

Hier missen die Zeitzone (date.timezone = "Europe/Berlin") sowie die dynamischen Erweiterungen (extension=calendar.so und
extension=shmop.so) eingetragen werden.

pi@himbeerix:~ S sudo nano /etc/ php/7.3/apache2/php.ini
GNU nano 3.2 /etc/php/7.3/apache2/php.ini

2IIIIINIIIIIIIIIIIY

; About php.ini ;

; PHP's initialization file, generally called php.ini, is responsible for
; configuring many of the aspects of PHP's behavior.

[Date]

; Defines the default timezone used by the date functions
; http://php.net/date.timezone

date.timezone = "Europe/Berlin"

2IIIIIIIIIIIIIINIIIILY

; Dynamic Extensions ;

3393933333333333333333

; If you wish to have an extension loaded automatically, use the following
; syntax:

;

; extension=modulename

extension=calendar.so

extension=shmop.so

Webserver neustarten

sudo service apache2 restart




Danach sollte durch Aufruf der info.php (http://192.168.178.6/html/info.php die folgende Seite angezeigt werden:

System Linux himbeerix 4.19.75-71+ #1270 SMP Tue Sep 24 18:51:41 BST 2019 armv7|

Build Date Oct 26 2019 14:14:18

Server API Apache 2.0 Handler

Virtual Directory Support disabled

Configuration File {php.ini) Path letc/phpi7.3/apache2

Loaded Configuration File letciphp/7.3/apache2/php.ini

Scan this dir for additional .ini files letc/php/7.3/apache2/cont.d

Additional .ini files parsed Jetciphp/7_3/apache2/conf.d/10-mysqind.ini, /etc/php/7 3/apache2/conf.d/10-opcache.ini, /etc/phpi7 3/apache2

Iconf.d/10-pdo.ini, fetc/phpi7.3fapache2iconf. d/20-calendarini, fetc/phpi7.3fapache2iconf.di20-ctype.ini, fetc/php
[7.3/apache2/conf.di20-curlini, fetc/php/7.3/apache2/conf.di20-exif.ini, /etc/php/7.3/apache2iconf.d/20-fileinfo.ini,
letciphpi7 3lapache2/conf.di20-ftp.ini, fetc/phpl¥ . 3lapache2iconf.di20-gettext.ini, fetc/phpl¥ . 3/apache2iconf.di20-
iconvini, letc/phpl7.3lapache2/conf.di20-json.ini, fetciphpl7 3fapache2iconf.di20-mysgli.ini, /etc/phpl7.3/apache2
Jeonf.d/20-pdo_mysql.ini, fetc/phpi7.3fapache2/conf di20-pharini, /ete/php/7.3/apache2iconf.di20-posixini,
letc/phpi7.3/apache2/conf.d/20-readline.ini, /etc/phpi7.3/apache2iconf.d/20-shmaop.ini, fetc/phpi7.3/apache2
Iconf.d/20-sockets.ini, /etc/php/7.3/apache2/conf.d/20-sysvmsg.ini, fetc/phpl7 3fapache2/conf.d/20-sysvsem.ini,
letc/phpi7.3/apache2/conf.d/20-sysvshm.ini, /fetc/phpi7 . 3/apache2iconf di20-tokenizerini

PHP API 2018071
PHP Extension 2018071
Zend Extension 320180731

SBFspot PV-Daten-Logger installieren

Zuerst werden die notwendige Tools/Bibliotheken installiert.

sudo apt-get install make g++ libmariadb-dev-compat libmariadb-dev
sudo apt-get install libboost-date-time-dev libboost-system-dev libboost-filesystem-dev
sudo apt-get install libboost-regex-dev libboost-all-dev

Bluetooth kann bei Verwendung von Speedwire weggelassen werden. Die Option --no-install-recommends spart Platz, da
dadurch keine unnétigen Drucker/Scanner-Treiber installiert werden.

sudo apt-get --no-install-recommends install bluetooth libbluetooth-dev libbluetooth3

Verzeichnisse anlegen

cd /home/pi

mkdir smadata

mkdir sbfspot.3

sudo mkdir /var/log/sbfspot.3

sudo chown -R pi:pi /var/log/sbfspot.3

Das Verzeichnis /home/pi/sbfspot.3 wird nur temporér als Container fiir den Quellcode bendtigt und wird spater wieder
gel6scht.

Download und Installation von SBFspot

Mit Putty am Pl anmelden und folgende Kommandos eingeben:

cd /home/pi
wget -c https://github.com/SBFspot/SBFspot/archive/V3.6.0.tar.gz
tar -xvf V3.6.0.tar.gz -C sbfspot.3 --strip-components 1



http://192.168.178.6/html/info.php
https://github.com/SBFspot/SBFspot/archive/V3.6.0.tar.gz

Im Zielverzeichnis (/home/pi/sbfspot.3) werden durch das Entpacken vier weitere Unterverzeichnisse mit allen benétigten
Dateien flr das jeweilige Programm (SBFspot, SBFspotUploadDaemon/SBFspotUpload.service) erstellt.

Alternativ kann man SBFspot auch separat von https://github.com/SBFspot/SBFspot/releases downloaden und in ein leeres
Verzeichnis auf dem PC entpacken. Von dort werden die vier Verzeichnisse dann mit Filezilla auf den Pl ins Zielverzeichnis
/home/pi/sbfspot.3 kopiert.

sbfspot.3 ™ Name
SBFspot misc.h
misc.cpp

SBFspotUploadCommon
makefile

SBFspotUploadDaemeon
EventData.h

SBFspotUploadService v EventData.cpp

ente 1 Element ausgewdhlt (3,41 KB)

shfspot.3 *  Mame
SBFspot main.cpp
SBFspotUpleadCommeon makefile
SBFspotUploadDaemon SBFspotUpload.cfg
SBFspotUploadService 5BFspotUpload.default.cfg

SRFenntlinlnad service

SBFspot mit SQLite kompilieren

In den Ordner ,/usr/local/bin/sbfspot.3/SBFspot” wechseln, SBFspot (mit SQLite-Support) kompilieren und nach
/usr/local/bin/sbfspot.3 binden/installieren.

cd /home/pi/sbfspot.3/SBFspot
sudo make sqlite
sudo make install_sqlite

Leere SQlite-Datenbank anlegen

cd /home/pi/smadata
sqlite3 SBFspot.db < /home/pi/sbfspot.3/SBFspot/CreateSQLiteDB.sql

Testen ob die neu angelegte Datenbank in Ordnung ist.

sqlite3 SBFspot.db

pi@himbeerix:~/smadata $ sqlite3 SBFspot.db
SQLite version 3.27.2 2019-02-25 16:06:06
Enter ".help" for usage hints.

sqlite> select * from config;

SchemaVersion|1
sqlite> .quit
pi@himbeerix:~/smadata S

Wenn diese Antwort (,SchemaVersion|1“) erscheinen, funktioniert die Datenbank.


https://github.com/SBFspot/SBFspot/
https://github.com/SBFspot/SBFspot/releases

Konfiguration SPFspot

In die die Konfigurationsdatei SBFspot.cfg werden Standortbezeichnung, Passwort (fiir den Zugriff auf den Wechselrichter), IP-
Adresse des WR sowie Langen- und Breitengrad des Anlagenstandortes eingetragen. Die Geodaten kdnnen mit Google-Maps
oder MAPAPI ermittelt werden.

Sollen mehrere Wechselrichter abgefragt werden, muss fir jeden WR eine eigene Konfigurationsdatei (z. B. SMA_TRIP8.cfg u.
SMA_TRIP10.cfg) angelegt werden. Der Aufruf von SBFspot muss dann mit der Option -cfg erfolgen "SBFspot -v -
cfgSMA_TRIP8.cfg -cfgSMA_TRIP10.cfg".

cd /usr/local/bin/sbfspot.3
sudo cp SBFspot.default.cfg SBFspot.cfg
sudo nano SBFspot.cfg

HHHHHHHHHHH I HE R R R R

#

# VA | [y | RS (SR )

# AN\ NP/ N/ N

# D O O 0 I O Y

# (Y (R Oy Y [P ) W A W
# I

# SBFspot.cfg - Configuration file for SBFspot.exe

# SBFspot - Yet another tool to read power production of SMA solar inverters
# (c)2012-2019, SBF (https://github.com/SBFspot/SBFspot)

#

# DISCLAIMER:

# A user of SBFspot software acknowledges that he or she is receiving this

# software on an as is basis and the user is not relying on the accuracy

# or functionality of the software for any purpose. The user further

# acknowledges that any use of this software will be at his own risk

# and the copyright owner accepts no responsibility whatsoever arising from
# the use or application of the software.

#

# SMA and Speedwire are registered trademarks of SMA Solar Technology AG
HEHEHEHHEHEHEHEHEHEH A
#

# SBFspot.cfg - Created Do 28. Nov 14:29:50 CET 2019 with sbfspot-config V1.0.15
# For detailed configuration info, refer to SBFspot.default.cfg

#

IP_Address=192.168.178.8

# User password (default 0000)

Password=*****%* *(PW siehe SBFspot.cfg und/oder keePass)
Plantname=mpSol

OutputPath=/home/pi/smadata/%Y
OutputPathEvents=/home/pi/smadata/%Y/Events

CSV_Export=1

CSV_ExtendedHeader=1

CSV_Header=1

CSV_SaveZeroPower=1

CSV_Delimiter=semicolon

CSV_Spot_TimeSource=inverter

CSV_Spot_WebboxHeader=1

Timezone=Europe/Berlin

Latitude=48.912325

Longitude=8.255415

Locale=de-DE

DateTimeFormat=%d/%m/%Y %H:%M:%S

DateFormat=%d/%m/%Y

TimeFormat=%H:%M:%S

DecimalPoint=comma

CalculateMissingSpotValues=0
SQL_Database=/home/pi/smadata/SBFspot.db

# End of Config



http://zip-code.en.mapawi.com/

Um die grundsétzliche Funktion zu prifen wird SBFspot so gestartet, dass lediglich eine Bildschirmausgabe erfolgt. Dies wird mit
folgenden Optionen erreicht:

-vit Set verbose output level: 0-5 (O=none, default=2)
-finq Force Inquiry (Inquire inverter also during the night)
-nocsv  Disables CSV export (Overrules CSV_Export in config)
-nosqgl Disables SQL export

/usr/local/bin/sbfspot.3/SBFspot -v -fing -nocsv -nosaql

pi@himbeerix:~ S /usr/local/bin/sbfspot.3/SBFspot -v -finq -nocsv -nosql
SBFspot V3.6.0
Yet another tool to read power production of SMA solar inverters
(c) 2012-2019, SBF (https://github.com/SBFspot/SBFspot)
Compiled for Linux (LE) 32 bit with SQLite support
Commandline Args: -v -fing -nocsv -nosq|
Reading config '/usr/local/bin/sbfspot.3/SBFspot.cfg'
Wed Jan 22 09:04:00 2020: INFO: Starting...
sunrise: 08:10
sunset : 17:05
Connecting to Local Network...
Initializing...
SUSyID: 125 - SessionID: 852585912 (0x32D16DB8)
Inverter IP address: 192.168.178.8 from SBFspot.cfg
Logon OK
SUSyID: 408 - SN: 3005977634
Device Name:  STP8.0-3AV-40 634
Device Class:  Solar-Wechselrichter
Device Type:  Sunny Tripower 8.0
Software Version: 03.00.08.R
Serial number: 3005977634
SUSyID: 408 - SN: 3005977634
Device Status: Ok
SUSyID: 408 - SN: 3005977634
Device Temperature: 0.0°C
SUSyID: 408 - SN: 3005977634
GridRelay Status:  Geschlossen
SUSyID: 408 - SN: 3005977634
Pac max phase 1: 8000W
Pac max phase 2: OW
Pac max phase 3: OW
SUSyID: 408 - SN: 3005977634
Energy Production:
EToday: 0.000kWh
ETotal: 548.203kWh
Operation Time: 564.56h
Feed-In Time :524.30h
SUSyID: 408 - SN: 3005977634
DC Spot Data:
String 1 Pdc: 0.115kW - Udc: 480.95V - Idc
String 2 Pdc: 0.112kW - Udc: 435.35V - Idc
SUSyID: 408 - SN: 3005977634
AC Spot Data:
Phase 1 Pac: 0.062kW - Uac: 228.44V - lac
Phase 2 Pac: 0.066kW - Uac: 229.46V - lac
Phase 3 Pac: 0.073kW - Uac: 231.14V - lac
Total Pac : 0.201kW
SUSyID: 408 - SN: 3005977634
Grid Freq. : 49.99Hz




SUSyID: 408 - SN: 3005977634

Current Inverter Time: 22/01/2020 09:03:59
Inverter Wake-Up Time: 22/01/2020 08:06:07
Inverter Sleep Time :22/01/2020 09:03:59

3k 3k 3k 3k 3k 3k 3k 3k 3k 3k %k %k ok 3k ok 3k %k k k%

* ArchiveDayData() *

3k 3k 3k 3k 3k 3k 3k ok 3k 3k %k ok 3k 3k ok %k %k %k k k

startTime = 5E278270 -> 22/01/2020 00:00:00

3k 3k 3k 3k 3k %k 3k %k 3k >k %k %k %k 3k >k 5k %k %k %k kk k

* ArchiveMonthData() *

3k 3k 3k 3k sk sk 3k 3k 3k sk sk sk ok 3k sk sk ok ok sk kk ok

startTime = 5E0C7BBO -> 01/01/2020 12:00:00
Reading events: 2020-Jan-01

Wed Jan 22 09:04:00 2020: INFO: Done.

Verfiigbare Optionen anzeigen

Jusr/local/bin/sbfspot.3/SBFspot -?

pi@himbeerix:~ S /usr/local/bin/sbfspot.3/SBFspot -?

SBFspot V3.6.0
Yet another tool to read power production of SMA solar inverters
(c) 2012-2019, SBF (https://github.com/SBFspot/SBFspot)
Compiled for Linux (LE) 32 bit with SQLite support
SBFspot [-options]
-scan Scan for bluetooth enabled SMA inverters.
Set debug level: 0-5 (O=none, default=2)
Set verbose output level: 0-5 (O=none, default=2)
Set #days for archived daydata: 0-300
O=disabled, 1=today (default), ...
-am# Set #months for archived monthdata: 0-300
O=disabled, 1=current month (default), ...
-ae# Set #months for archived events: 0-300
O=disabled, 1=current month (default), ...
-cfgX.Y Set alternative config file to X.Y (multiple inverters)
-finq Force Inquiry (Inquire inverter also during the night)
-q Quiet (No output)
-nocsv Disables CSV export (Overrules CSV_Export in config)
-nosq| Disables SQL export
-sp0 Disables Spot.csv export
-installer Login as installer
-password:xxxx Installer password
-loadlive Use predefined settings for manual upload to pvoutput.org
-startdate:YYYYMMDD Set start date for historic data retrieval
-settime Sync inverter time with host time
-mqtt Publish spot data to MQTT broker

Libraries used:
SQlite vV3.27.2
BOOST V1.67.0




Priifen ob in Eintrdge der DB vorhanden sind

sqlite3 /home/pi/smadata/SBFspot.db
select * from vwspotdata

pi@himbeerix:~ S cd /home/pi/smadata
pi@himbeerix:~/smadata $ sqlite3 SBFspot.db
SQLite version 3.27.2 2019-02-25 16:06:06
Enter ".help" for usage hints.

sqlite> select * from vwspotdata;
2019-10-21 15:11:10|2014-09-21 15:10:00|SN: 2002170358 |SB 1600TL-

10|2002170358]208|0]1.213|0.0|172.0]/0.0|0]|0]0]0.0|0.0]0.0|233.8|0.0|0.0|208]0|0.0]|4412 |3
580032|50.01|10297.1|8336.77|68.6274| OK|?| 0.0

sglite> select * from inverters;

3005977634 |STP8.0-3AV-40 634 | Sunny Tripower 8.0]|03.00.08.R|1579769402|1482|0]553
125|574.575|533.894| OK| Closed | 0.0

sqlite> .quit

Automatisierung

Um Daten zu sammeln, sollte SBFspot alle 5 Minuten von 06:00 bis 22:00 Uhr und einmal taglich (05:55) fir monatliche Daten
und Ereignisse ausgefiihrt werden. Dazu werden zwei Skripte und Cronjobs erstellt:

Script daydata anlegen

sudo nano /usr/local/bin/sbfspot.3/daydata

#!/bin/bash

#

HHBHHHHHH R R R R R

#--- daydata ---

#--- script zum Abruf der Tagesdaten

He--

HHBHHHHHH R R R R R ]
log=/var/log/sbfspot.3/mpSol_S$(date '+%Y%m%d').log

/usr/local/bin/sbfspot.3/SBFspot -v -ad1 -am0 -ae0 -cfg/usr/local/bin/sbfspot.3/SBFspot.cfg &>>Slog

Script monthdata anlegen

sudo nano /usr/local/bin/sbfspot.3/monthdata

#!/bin/bash

#

HHHHHHHHH R R R R

#--- monthdata ---

#--- script zum Abruf der Tagesdaten

H#---

HHBHHHH R R R
log=/var/log/sbfspot.3/mpSol_S(date '+%Y%m').log

/usr/local/bin/sbfspot.3/SBFspot -v -sp0 -ad0 -am1 -ael -fing -cfg/usr/local/bin/sbfspot.3/SBFspot.cfg &>>Slog
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Script ausfiihrbar machen

sudo chmod +x /usr/local/bin/sbfspot.3/daydata
sudo chmod +x /usr/local/bin/sbfspot.3/monthdata

Scripts daydata und monthdata in crontab eintragen

crontab -e

sudo chmod +x /usr/local/bin/sbfspot.3/daydata
sudo chmod +x /usr/local/bin/sbfspot.3/monthdata

crontab anzeigen

pi@himbeerix:~ S crontab -|
*/5 6-23 * * * fusr/local/bin/sbfspot.3/daydata

55 05 * * * fusr/local/bin/sbfspot.3/monthdata
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Probleme durch Verbindungsabbriiche beseitigen

Das Script daydata wird alle 5 Minuten im Zeitraum zwischen 06:00 Uhr und 23:00 Uhr und das Scrip monthadata jeden Tag um
05:55 gestartet. Nach einigen Tagen stellte sich allerdings heraus, dass beim einmaligen Aufruf von SBFspot (via daydatay bzw.
monthdata) das Scrip sehr oft mit der FM: "CRITICAL: Failed to initialize Speedwire connection" abbricht. Pingt man den WR an
kommt immer eine Antwort, es gibt keine Aussetzer! Wenn SBFspot in kurzen Intervallen mehrfach aufgerufen wird, antwortet

der WR dann nach spatestens dem vierten/flinften Aufruf.

Laut SBFspot-Forum ( #256 und #354) versendet der Wechselrichter (entgegen der technischen Unterlagen) keine Mulicast-
Pakete. Da SBFspot sowohl von daydata per cron, als auch von 123solar alle 5 min gestartet wird kommt es hier dann
zwangsweise zu Kollisionen bzw. Verbindungsabbriichen. Um diese zu verhindern mussten die Scrips daydata und monthdata

gedndert werden. In dem gednderten Script wird SBFspot solange gestartet bis die Verbindung zu Stande kommt.

Script daydata neu erstellen

#!/bin/bash

#

HHHH
#--- daydata ---

#--- script zum Abruf der Tagesdaten

H#---

HHHHHHHH
counter=0

grepCount=99

return=""

log=/var/log/sbfspot.3/mpsol_S(date '+%Y%m%d').log
logTmp=/var/log/sbfspot.3/daydata_tmp.log

while [ Scounter -It 10 -a SgrepCount -ne 0 J;
do
echo -e sreturnscounter": 3k 3k 3k sk 3k sk sk %k %k %k %k %k %k %k %k 5k %k %k %k %k %k k s(date) 3 3k 3k 3k %k sk sk sk sk sk sk sk sk sk sk sk sk kk ok k ok from Spotdata">$|ongp
/Jusr/local/bin/sbfspot.3/SBFspot -v -ad1 -am0 -ae0 —finq -cfg/usr/local/bin/sbfspot.3/SBFspot.cfg &>>SlogTmp
cat SlogTmp >> Slog
grepCount=S$(grep -c -i "ERROR" SlogTmp)
grepCount=S$(( SgrepCount + $(grep -c -i "CRITICAL" SlogTmp) ))
let counter+=1
return="\n"
S(sleep 4)
done

Script monthdata neu erstellen

#!/bin/bash

#

HHHHHHHHA R R
#--- monthdata ---

#--- script zum abruf der Monatsdaten

H#---

HHAHH T H R R
counter=0

grepCount=99

return=""

log=/var/log/sbfspot.3/mpSol_S(date '+%Y%m').log
logtmp=/var/log/sbfspot.3/monthdata_tmp.log

while [ Scounter -It 10 -a SgrepCount -ne 0 J;
do
/Jusr/local/bin/sbfspot.3/SBFspot -v —sp0 -ad0 —am1 —ael -finq -cfg/usr/local/bin/sbfspot.3/SBFspot.cfg &>>SlogTmp
cat SlogTmp >> Slog
grepCount=5$(grep -c -i "ERROR" $logTmp)
grepCount=5$(( SgrepCount + S$(grep -c -i "CRITICAL" SlogTmp) ))
let counter+=1
return="\n"
S(sleep 4)
done
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Upload zu PVOutput einrichten

Zuerst die bendtigte Library installieren. Dann in den Ordner /usr/local/bin/sbfspot.3/SBFspotUploadDaemon wechseln und den

SBFspotUploadDaemon (mit SQLite-Support) kompilieren, binden und nach /usr/local/bin/sbfspot.3 installieren.

sudo apt-get install libcurl3-dev

cd /home/pi/sbfspot.3/SBFspotUploadDaemon
sudo make sqlite

sudo make install_sqlite

Fiir die Konfiguration werden die Seriennummer des Wechselrichters sowie die System-ID und der API-Key von PVOutput

bendétigt.

PVoutput_SID <Seriennummer des Wechselrichters> : <Pvoutput System-ID>  (sip u. Key siehe PVOutput und/oder keePass)
123****890634 : 4***01

PVoutput_Key <API-Key>
Se******aafre78150d3ada3d2f10a******x**x**g

sudo nano /usr/local/bin/sbfspot.3/SBFspotUpload.cfg

SBFspotUpload.cfg

HUHHHHHHH R R
# SBFspotUpload.cfg - Configuration file for SBFspotUploadService/Daemon

# (c)2012-2014, SBF (https://sbfspot.codeplex.com)

#

HHHFHH R
LogDir=/home/pi/smadata/logs

#Loglevel=debug|info|warning|error (default info)
LogLevel=info

HHHSHH

### PVoutput Upload Settings ###

HHHHHH R

#PVoutput_SID

#Map inverters to PVoutput System ID's
#PVoutput_SID=SerialNmbrinverter_1:PVoutput_System_ID_1,SerialNmbrinverter_2:PVoutput_System_ID_2
#e.g. PVoutput_SID=200212345:4321

PVoutput_SID=123*****90634:4*****1 *(5D siehe PVOutput und/oder keePass)

#PVoutput_Key

#Sets PVoutput API Key

PVoutput_Key=5el*******aafre78150d3ada3d2f10a******** *(Key siehe PVOutput und/oder keePass)
HHHSHH IR R R

### SQL DB Settings HiH

HHHSHH IR R R

#SQL Database (Fullpath to SQLite DB)

# Windows: C:\Users\Public\SMAdata\SBFspot.db

# Linux : /home/pi/smadata/SBFspot.db

#SQL_Database=C:\Users\Public\SMAdata\SBFspot.db

SQL_Database=/home/pi/smadata/SBFspot.db

# Reserved for MySQL

#SQL Database=SBFspot

#SQL Hostname=<Network Name> or <IP-address>
#SQL_Username=SBFspotUser

#SQL Password=SBFsootPassword
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Autostart des UploadDaemon einrichten

Der UploadDaemon soll nach einem Neustart des Pi automatisch gestartet werden. Dazu wird im Verzeichnis

/usr/local/bin/sbfspot.3/ die Service-Datei SBFspotUpload.service erstellt. Ab der SBFspot Version 3.5.x erfolgt der Start via

system.d (bei dlteren Versionen wurde via local.rc gestartet).

sudo nano /usr/local/bin/sbfspot.3/SBFspotUpload.service

SBFspotUpload.service

[Unit]

Description=SBFspot Upload Daemon
After=mysql.service mariadb.service network.target
[Service]

User=pi

Type=simple

TimeoutStopSec=10
ExecStart=/usr/local/bin/sbfspot.3/SBFspotUploadDaemon
Restart=on-success

RestartSec=10

[Install]

WantedBy=multi-user.target

Service aktivieren & Starten

sudo systemctl enable /usr/local/bin/sbfspot.3/SBFspotUpload.service
sudo systemctl start SBFspotUpload

UploadDaemon priifen

sudo systemctl status SBFspotUpload

pi@himbeerix:~ S sudo systemctl status SBFspotUpload
® SBFspotUpload.service - SBFspot Upload Daemon
Loaded: loaded (/usr/local/bin/sbfspot.3/SBFspotUpload.service; enabled; vend
Active: active (running) since Thu 2020-06-04 17:31:03 CEST; 21min ago
Main PID: 533 (SBFspotUploadDa)
Tasks: 1 (limit: 4915)
Memory: 10.9M

CGroup: /system.slice/SBFspotUpload.service
L—533 /usr/local/bin/sbfspot.3/SBFspotUploadDaemon

Jun 04 17:31:03 himbeerix systemd[1]: Started SBFspot Upload Daemon.
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Upload priifen

Wenn der Daemon gestartet ist im Logfile unter in /home/pi/smadata/logs nachschauen ob ein Logfile vom aktuellen Tag erstellt

wurde und der Upload richtig funktioniert.

cd /home/pi/smadata/logs
cat SBFspotUpload20191129.log

pi@himbeerix:~ S cd /home/pi/smadata/logs
pi@himbeerix:~/smadata/logs S Is -I

insgesamt 1312

-rw-r--r-- 1 pi pi 100414 Nov 29 23:59 SBFspotUpload20191129.log

pi@himbeerix:~/smadata/logs S cat SBFspotUpload20191129.log

[13:36:48] INFO: SBFspotUploadDaemon Version 2.0.0

[13:36:48] INFO: Starting Daemon...

[13:36:48] INFO: Uploading 30 datapoints, starting with 20191128,11:00,94403,840 => m (200)
[13:37:31] INFO: Uploading 30 datapoints, starting with 20191128,13:30,99306,3456 => m (200)

Nach kurze Zeit sollte der Upload auch unter den Live-Daten von PVOutput angezeigt werden.

g I° VOUuTpurt
“ou are logged in 85 mpsol
Add Qutput | ¥our Dutputs | PW Ladder | Statistics | Live Cutputs | Teams | Favourites | Settings | Community | Donations | Help ogout

Live Production — mpSol 8.500kW

08:45 2B 9 at 15:55
BO00W 0.045kWh BkWh
IZAW
Power Cenerated 324W |
4500w | | | EkWh
| /|
5 | | g
g 000w | 4.0kWh %
= =]
=
|| \
1500W /_\J_\/\ f/\/ \/\/‘J 2.0kWh
, /ﬂ_“‘—/ﬁ_‘l - ___f—/—/\_“H — .
oW OkWh
8:35 05:15 09:55 10:35 11:15 11:55 2:35 3:15 13:55 14:35 15:15 5:55
Energy Used Energy Generated Power Used Average Power — Power Generated Temperature Volage
Frev Day 28/11/19 et Day
Live | Daily | Weekly | Monthly | ¥early | Analyse | Map | Favourite | Download | Insclation | Gaps | Customise | Minimise
Generation 757 of 36826 - 1 Follower - 1 Following - 2 Teams - 76.4 MWh - 81.8T CO2
Target CE——— 86% €448 A - 7,459Wh - 34W - 5,592W Peak - 0 C
mpSecl 8.500kW Compare: Tigs
Date Time Energy Efficiency Powrer Awverage HNormalised Temperature Voltage Energy Used Power Used
2BM1M19 165:55 7.4596Wh 0. B7BKWh. kW S4W = 0.0 10EWEW 0.0C 2348V - -
2ZBM1M9 15:50 7.4525Wh 0. BTV TRWh./ kW 180W 180w 0.0 21EWRW 0.0C 234 .5V - -
2BM1M19 15:45 7.437TEWh .37 5Wh. kW S4W = 0.0 10EWEW 0.0C 234 .85V - -
2ZBM1M9 15:40 7.4320KWh 0. B7-4Wh. kW S4W S-4wW 0.0 10EWEW 0.0C 2342V - -
2BM1M19 16:35 7.4232EWh 037 2Wh. kW 192W 192%W 0.0 23w 0.0C 2352w - -
2ZBM1M9 15:30 7.407TEWh 0. B7 1kWh. kW 180W 180w 0.0 21EWRW 0.0C 2351w - -
2BM1M19 16:25 7.382%Wh 0.B70KWh. kW 240W 240w 0.0 2ZBEWEW 0.0C 235.0 - -
2ZBM1M9 15:20 7.372%Wh 0.B87KWh. kW 312w 312w 0. D3 7TEWRW 0.0C 2353w - -
2ZBM1M9 11:25 1.820EWh 0. 21 4Wh.kw 1.248W 1.248W 0.1 47TEWRW - - - -
2ZBM1M9 11:20 1.718&Wh 0. 202%Wh. kW 1.478W 1.476W 0.1 7SN - - - -
2BM1M19 11:15 1.592Wh 0. 187HWh. kW aTaw BTEW 0. 1032w - - - -
2ZBM1M9 11:10 1.520KWh 0. 173w h.kw a72w 972w 0. 11 WKW - - - -
2BM1M19 11:05 1.438&Wh 0. 183w h. kW 200w 200w 0. 108&WRW - - - -
2ZBM1M9 11:00 1.284KWh 0. 180KWh. kW 840w S40W 0. DEBEV W - - - -
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Raspi neu starten

Zu Schluss sollte der Pl noch neugestartet werden. Dieses erfolgt mit dem Shutdown-Befehl als Soft Reboot, mit der Option —r

sudo shutdown —r 0

.... oder als Hard Reboot, mit der Option —h, durch Herunterfahren und anschlieRendem Aus- und Einschalten per Netzschalter.

sudo shutdown -h now

Probleme mit fehlerhaften Datensatzen beseitigen

Pvoutput akzetiert beim Upload Werte von maximal 150% der Peak-Leistung was bei einer Anlage mit 8.5 KWP einem Wert von
12.750KW entspricht. Wird versucht groRere Werte wie 12750 W hochzuladen, werden diese nicht akzetiert.

Da alle Momentanwerte in der SBFspot.db gespeichert bleiben wird der SBFspot-UploadDaemon immer wieder versuchen
diesen Datensatz nach pvupload.org hochzuladen. Fehlerhafte Uploads werden im entsprechenden Logfile von SBFspotUpload
dokumentiert. Da ein “fehlerhafter” Datensdtze den weiteren Upload verhindern, muss der betreffende Datensatz in der DB
geloscht werden. Sobald der fehlerhafte Datensatz geléscht wurde (oder der zu hohe Wert “Power” <12750 ) korrigiert wurde,
wird der Upload-Daemon seine Arbeit fortsetzen.

Der Fehler tritt laut SBFspot-Forum ab und zu auf und niemand kennt die genaue Ursache und deshalb wurde im Forum ein
Workaround veroffentlicht.

In den nachstehenden LOG-Files vom 29.11.2019 bzw. 30.11.2019 ist der Fehler zu erkennen. SBFspot hat erstmal um 02:40 Uhr
ein Peak-Wert von <1205988 Watt (also 1.2 MW) gespeichert. Der Upload hat daraufhin gestoppt.

Dieser Fehler tritt laut SBFspot-Forum #137 ab und zu auf und niemand kennt die genaue Ursache. Im Forum wurde deshalb ein
Workaround vorgestellt der das manuelle Léschen (iberfliissig macht.

Aktuelle Log Files priifen

cd /home/pi/smadata/logs

SBFspotUpload20191129.log:

[13:36:48] INFO: SBFspotUploadDaemon Version 2.0.0
[13:36:48] INFO: Starting Daemon...
[13:36:48] INFO: Uploading 30 datapoints, starting with 20191128,11:00,94403,840 => OK (200)

[14:06:49] INFO: SBFspotUploadDaemon Version 2.0.0

[14:06:49] INFO: Starting Daemon...

[14:06:49] ERROR: Uploading 30 datapoints, starting with 20191129,02:40,100498,0 Bad request 400: Power
value [1205988] too high for system size [8500]

SBFspotUpload20191130.log:

[00:00:31] ERROR: Uploading 30 datapoints, starting with 20191129,08:05,100498,1205988,,,0,234.03 Bad
request 400: Power value [1205988] too high for system size [8500]
[00:01:30] ERROR: Uploading 30 datapoints, starting with 20191129,08:05,100498,1205988,,,0,234.03 Bad
request 400: Power value [1205988] too high for system size [8500]
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Manuelles Loschen des fehlerhaften Datensatzes

Datensatz mit zu groBen Wert (z.B. >1205987) suchen und Wert auf 0 setzen:

cd /home/pi/smadata

sqlite3 SBFspot.db

select * from daydata where power>1205987;
update daydata set power=0 where power>1205987;

Workaround bei fehlerhaften Datensatzen

Die Tagesdaten (daydata) werden mit den VIEW ,,vwPvoData“ fiir den Upload vorbereitet. Der View wird so gedndert, dass nur
Datensatze mit korrekten Werten Gbernommen, fehlerhafte (zu grofRe) Werten auf 0 gesetzt und erst dann an PVOutput
Ubermittelt werden. Dadurch wird erreicht, dass der Upload nicht mit Fehler stehen bleibt. Der fehlerhafte Datensatz wird in der
Tabelle daydata nicht geléscht und es kann dadurch spater (select * from daydata where power>8500;) nachvollzogen werden
wie oft der Fehler aufgetreten ist. Theoretisch waren Werte bis 12750W moglich, in der Praxis werden jedoch bei einer Anlage
von 8,5 KWp maximal 8500W auftreten. Deshalb wird als Grenzwert hier auch die tatsachlich Peak-Leistung der Anlage (8500W)
eingetragen

View vwPvoData

SELECT dd.Timestamp,
dd.Name,
dd.Type,
dd.Serial,
dd.TotalYield AS V1,
dd.Power AS V2,
cons.EnergyUsed AS V3,
cons.PowerUsed AS V4,
spot.Temperature AS V5,
spot.Uacl AS V6,
NULL AS V7,
NULL AS V8,
NULL AS V9,
NULL AS V10,
NULL AS V11,
NULL AS V12,
dd.PVoutput
FROM vwDayData AS dd
LEFT JOIN vwAvgSpotData AS spot
ON dd.Serial = spot.Serial AND dd.Timestamp = spot.Nearest5min
LEFT JOIN vwAvgConsumption AS cons
ON dd.Timestamp = cons.Nearest5min
ORDER BY dd.Timestamp DESC;

Dem VIEW vwPvoData wird die markierte Abfrage hinzugefiligt. Da SQLite kein ,ALTER VIEW" kennt, muss der VIEW zuerst
geléscht und anschlieRend neu erstellt werden.
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View vwPvoData neu erstellen

cd /home/pi/smadata
sqlite3 SBFspot.db

DROP VIEW IF EXISTS vwPvoData;

CREATE VIEW vwPvoData AS
SELECT dd.Timestamp,
dd.Name,
dd.Type,
dd.Serial,
dd.TotalYield AS V1,
CASE WHEN dd.Power > 8500
THEN O
ELSE dd.Power
END AS V2,
cons.EnergyUsed AS V3,
cons.PowerUsed AS V4,
spot.Temperature AS V5,
spot.Uacl AS V6,
NULL AS V7,
NULL AS VS,
NULL AS V9,
NULL AS V10,
NULL AS V11,
NULL AS V12,
dd.PVoutput
FROM vwDayData AS dd
LEFT JOIN vwAvgSpotData AS spot
ON dd.Serial = spot.Serial AND dd.Timestamp = spot.Nearest5min
LEFT JOIN vwAvgConsumption AS cons
ON dd.Timestamp = cons.Nearest5min
ORDER BY dd.Timestamp DESC;

Aufrdumen

Wenn Alles funktioniert kann der Ordner mit dem Quellcode entfernt werden.

sudo rm —r /home/pi/sbfspot.3/

Daten-Verzeichnis bereinigen
Wenn SBFspot einige Monate lang lduft, werden Verzeichnisse mit Log-Dateien ziemlich voll. Mit den nachstehenden Aufrufen

werden entsprechende Eintrage in der crontab erstellt um die Log-Dateien die alter als 7 Tage sind zu |6schen. Zuvor wurden
diese Daten mit dem Backupscript allerdings auf die OMV gesichert.

Eintrdge zum Léschen der alten Log-Dateien erstellen

(crontab -1 ; echo '0 1 * * * find /var/log/sbfspot.3/ -name "*.log" -mtime +7 -delete’)[crontab —
(crontab -1 ; echo '0 1 * * * find /home/pi/smadata/logs/ -name "*.log" -mtime +7 -delete’') [crontab -
(crontab -1 ; echo '0 1 * * * find /home/pi/smadata/ -name "*.csv" -mtime +7 -delete') |crontab -
(crontab -1 ; echo '0 1 * * * find /home/pi/solarlog/ -name "*.*" -mtime +7 -delete’) [crontab -
(crontab -1 ; echo '0 1 * * * find /home/pi/logs/ -name "*.log" -mtime +7 -delete') [crontab -
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crontab anzeigen

pi@himbeerix:

pi@himbeerix:~ S crontab -|

*/56-22 * * * Jusr/local/bin/sbfspot.3/daydata
5505 * * * /usr/local/bin/sbfspot.3/monthdata

01 ** * find /var/log/sbfspot.3/ -name "*.log" -mtime +7 -delete

01 ** * find /home/pi/smadata/logs/ -name "*.log" -mtime +7 -delete
01 ** * find /home/pi/smadata/ -name "*.csv" -mtime +7 -delete

01 * * * find /home/pi/solarlog/ -name "*.*" -mtime +7 -delete

01 *** find /home/pi/logs/ -name "*.log" -mtime +7 -delete
pi@himbeerix:
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123solar PV-Web-Monitoring einrichten

Benotigte Dateien (123solarl.8.4.tar.gz und 123solar.service) von github.com/jeanmarc77/123solar/ (frither 123Solar.org)
downloaden und im Verzeichnis /var/www/ entpacken bzw. ins Verzeichnis /etc/systemd/system/ kopieren.

cd /home/pi/tmp/

wget -c https://github.com/jeanmarc77/123solar/releases/download/1.8.4.4/123solar1.8.4.4.tar.gz
wget -c https://github.com/jeanmarc77/123solar/blob/main/misc/examples/123solar.service

sudo cp /home/pi/tmp/123solar.service [etc/systemd/system/123solar.service

cd /var/www/

sudo tar -xzf /home/pi/123solar1.8.4.4.tar.gz

Verzeichnis umgruppieren

Den user www-data in die Gruppe uucp aufnehmen:

cd fvar/www/
sudo chown -R www-data:www-data 123solar
sudo usermod -a -G uucp www-data

Konfigurationsdatei fiir 123solar anlegen

cd /etc/apache2/sites-available
sudo nano 123solar.conf

pi@himbeerix:~ S sudo nano /etc/apache2/sites-available/123solar.conf
GNU nano 3.2 /etc/apache2/sites-available/123solar.conf

<VirtualHost *:80>

DocumentRoot /var/www/123solar

ErrorLog S{APACHE_LOG_DIR}/error.log

CustomlLog S{APACHE_LOG_DIR}/access.log combined
</VirtualHost>

<Directory /var/www/123solar/>
AllowOverride All
</Directory>

123solar in der Apache-Konfigurationsdatei eintragen

Der Apache Webserver kann aus einem oder mehreren sog. VirtualHosts bestehen. Diese Hosts kdnnen wie weitere kleine,
virtuelle ,,Unterserver” aufgefasst werden. Wenn der Webserver mehrere Domains bzw. Subdomains bedienen soll fiir jede
Domain ein Virtual Host in der Konfiguration angelegt werden.

sudo nano /etc/apache2/sites-available /000-default.conf

Hier wird die Document-Root sowie die user/pw Authentifizierung fiir das Konfigurations-Modul von 123solar eingestellt.
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Apache Konfiguration (000-default.conf)

<VirtualHost *:80>
# The ServerName directive sets the request scheme, hostname and port that
# the server uses to identify itself. This is used when creating
# redirection URLs. In the context of virtual hosts, the ServerName
# specifies what hostname must appear in the request's Host: header to
# match this virtual host. For the default virtual host (this file) this
# value is not decisive as it is used as a last resort host regardless.
# However, you must set it for any further virtual host explicitly.
#ServerName www.example.com

ServerAdmin webmaster@localhost

#1. Default: DocumentRoot /var/www/html

#DocumentRoot /var/www/html

#2. Funtz aber nur direkt: DocumentRoot /var/www/123solar
#3. Funzt mit Ordnerauswahl DocumentRoot /var/www
DocumentRoot /var/www

# Available loglevels: traces, ..., tracel, debug, info, notice, warn,
# error, crit, alert, emerg.

# It is also possible to configure the loglevel for particular

# modules, e.g.

#Loglevel info ssl:warn

ErrorLog S{APACHE_LOG_DIR}/error.log
CustomLog S{APACHE_LOG_DIR}/access.log combined

# For most configuration files from conf-available/, which are
# enabled or disabled at a global level, it is possible to
# include a line for only one particular virtual host. For example the
# following line enables the CGI configuration for this host only
# after it has been globally disabled with "a2disconf".
#Include conf-available/serve-cgi-bin.conf
</VirtualHost>

# vim: syntax=apache ts=4 sw=4 sts=4 sr noet

<Directory /var/www/123solar/admin/>
AuthType Basic
AuthName 'Restricted’
AuthUserFile '/var/www/123solar/config/.htpasswd'
Require valid-user
</Directory>

Nach Anderung den Webserver neustarten

sudo service apache2 restart
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Jetzt die Seite http://192.168.178.6/123solar/admin/admin.php aufrufen und die Konfiguration von 123solar fertigstellen:

Grundkonfiguration (config_main.php)

123Solar Administration

—Main configuration

Number of inverter(s) D

Localization :

Longitude Latitude LCI)

TimeZone | Europe/Berlin ~|

Web pages :
Title

Linux distro | arch_ARM ~

Debug

Date format
Decimal mark Thousands separator

Subtitle

| 123solar mpSol

| | « Himbeerkuchen-PV-Protokellierer-Uberwachungs-Anzeige >\

Stye

Daily cleanup :

Keep fully detailed days

Language
Maintain logs size to | 2500 lines

[ Back ||

Save main cfg.

Wechselrichter (config_invt1.php)

1235olar Administration

Inverter #1

34 Asols 250W Orientierung: 215%, Neigung: 40°

Short description name

Specs:

Plant Power | 8500 :]Wp phase Correction factor 2 :] DC amay(s) Pass-gver value | 200000 :] KWh Sensor @
Protocol :

Port Protocol [SBFspat ., SMAinverter num.0-8[1 | [« icztion options |10

Sync. inverter time daity Log com. enors Skip monitoring Test commanication

Front page :

yhsds Maxdimum [8500_[3]|w yhods Tick interval [ 1000 [3{]w

Info details :

34 Asols 250W Orientierung: 215°, Neigung: 40°

Dashboard :

Array 1 DC Power (4250 :]Wp

Array 2 DC Power |4250 :]Wp

Array 3 DC Power [0 :]Wp Array 4 DC Power |0 : ]Wp

Expected annual production : (T664KWh)

Jan [153 C]kwn Apr. 841 C]kwn

Feb.[475 (] kwh May[s42 (2] kwh
Mar. |88 :]kWh Jun. 954 C]kWh

Jul [354 C]kwn
ug (318 ] kwn
Sep. | 765 C]kwn

Oct 453 C] KWh
Nov.[306 |3 ]k
Dec 229 :] Kih

Monthly report :

S ———

Checks & Instant notification :
Check ezch |5 C] minute(s)

Digest messages |30 C] rminute(s)

Natification filter [WO11,W001,ED11 Receive an email

Check inverter alarms Check inverter messages Warn connection lost Log all measures
Grid tension range < [208 (51| >[250 1] Resistance insulation threshold < (8 ||| MOhm Current leak threshold > [15_ 2] ma

Pushover (¥ APl ey | User key [ Test Pushover

RpiNotify Token | | Test RpiNotify

Back Sawe invener dg.

Nach dem Speichern der Konfigurations-Datei (UND VOR DEM TEST DER COMMUNICATION!) die SBFspot-Konfiguration des
Inverter-Config anpassen (hier: SBFspot_1.cfg)

Um mehrere Wechselrichter via 123solar zu visualisieren, wird fur jeden Wechselrichter ein separate
Konfigurationsdatei (mit der jeweilige IP-Adresse und zugehoérigem Passwort) benotigt. Die Namen der
Konfigurationsdateien besteht dann aus Name des Protokolls und laufende Nummer des Wechselrichters
(<PROTOKOLL> <WR_NUMMER>.cfg). Bei 3 Wechselrichtern (Protokoll SBFspot) miissen dann die
Konfigurationsdateien SBFspot_1.cfg, SBFspot_2.cfg und SBFspot_3.cfg vorhanden sein.


http://192.168.178.6/123solar/admin/admin.php

Kopie der Konfigurationsdatei erstellen

sudo cp /usr/local/bin/sbfspot.3/SBFspot.cfg /usr/local/bin/sbfspot.3/SBFspot_1.cf

Kommunikation testen

Durch den Kommunikationstest wird 123solar gestoppt und muss danach wieder gestartet werden!

12330larwill be stopped for this test, continue ?

Communication is ok !

Command
timeout --kill-after=15s 10s Jusr/local/bin/sbfspot.3
/SBFspot -fing -q -123s=DATA -cfgSBFspot_1.cfg

Arrays values

1MV :507.44V  [1A:2.528 A 1MP:1282 W
12V:53977V  12A:2321A 12P:1253 W
1BV:V I3A: A 13P:W

14V -V 14A - A 14p W

Grid values

G1V:23585V G1A:3523A G1P:826 W
G2V:23471V  G2A:356A G2P:829W
G3V:23542V G3A:3595A G3P: 840 W

Inverter values
FRQ:49.99 Hz EFF:98.422 % INVT:0°
BOOT:0° KWHT : 813.046 kWh  Sensor : W/m*

SBFspot Aufruf von 123solar verzogert starten

Da 123solar in der aktuellen Einstellung alle 5 Minuten, also zeitgleich mit dem cron-Aufruf von daydata ebenfalls SBFspot
startet, kann es zu Netzwerk Kollisionen kommen (siehe SBFspot Probleme durch Verbindungsabbriiche). Deshalb wird im
Ordner /123solar/scripts/protocols/ eine Kopie der dortigen Protokolldatei SBFspot.php als SBFspot_mp.php erstellt und so
gedndert, dass der der Aufruf von SBFspot um einige Sekunden verzogert wird. In der WR-Konfiguration (config_invt1l.php) wird
diese anschlieBend selektiert.
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Script SBFspot_mp.php

<?php

/**

* [srv/http/123solar/scripts/protocols/SBFspot.php
*

* @package default

*/

if (!defined('checkaccess')) {
die('Direct access not permitted');
}
// For SBFspot https://sbfspot.codeplex.com/
// Use SCOMOPTION for SBFspot CSV command switches (-ad# -am# -nocsv etc)

// Timeout setup : for SBFspot timeout management by 123Solar (relies on timeout command)
SCMD_RETURN ="}

Scfgdir = realpath('../../config/'); // /srv/http/123solar/config/SBFspot_X.cfg
sleep(3); // mp20201025 verzogerter aufruf weil wr kein multicast protokol benutzt
if (ISDEBUG) {

Scfgdir . "SBFspot_S{'ADR'.Sinvt_num}.cfg S{'COMOPTION'.Sinvt_num}";
}else {

Scfgdir . "SBFspot_S{'ADR'.Sinvt_num}.cfg ${'COMOPTION'.Sinvt_num}";
// This output is really verbose and does not respect the 123s data frame hence why you will had no data !
//SCMD_POOLING = Stimeout_setup . " SBFspot -fing -d5 -v5 -123s=DATA -cfg" . Scfgdir .
"SBFspot_S{'ADR'.Sinvt_num}.cfg ${'COMOPTION'.Sinvt_num}";
}

SCMD_RETURN = exec(SCMD_POOLING);

Sdataarray = preg_split('/[[:space:]]+/', SCMD_RETURN);

if (isset(Sdataarray[24])) { // SBFspot might send trames shorter than 24

if (Sdataarray[24] == '>>>5123:0K') {

SSDTE = Sdataarray[0];
SG1V = Sdataarray[1]; // GridMs.PhV.phsA
settype(SG1V, 'float’);
SG1A = Sdataarray[2]; // GridMs.A.phsA
settype(SG1A, 'float');
SG1P = Sdataarray[3]; // GridMs.W.phsA
settype(SG1P, 'float');
SG2V = Sdataarray[4]; // GridMs.PhV.phsB
settype(SG2V, 'float');
SG2A = Sdataarray[5]; // GridMs.A.phsB
settype(SG2A, 'float');
SG2P = Sdataarray[6]; // GridMs.W.phsB
settype(SG2P, 'float');
SG3V = Sdataarray[7]; // GridMs.PhV.phsC
settype(SG3V, 'float');
SG3A = Sdataarray[8]; // GridMs.A.phsC
settype(SG3A, 'float');
SG3P = Sdataarray[9]; // GridMs.W.phsC
settype(SG3P, 'float');
SFRQ = Sdataarray[10]; // GridMs.Hz
settype(SFRQ, 'float');
SEFF = Sdataarray[11]; // Value computed by SBFspot
settype(SEFF, 'float');
SINVT = Sdataarray[12]; // Inverter temperature - n/a for SMA inverters
settype(SINVT, 'float’);

SCMD_POOLING = 'timeout --kill-after=15s 10s /usr/local/bin/sbfspot.3/SBFspot -finq -q -123s=DATA -cfg' .

SCMD_POOLING = 'timeout --kill-after=15s 10s /usr/local/bin/sbfspot.3/SBFspot -finq -q -123s=DATA -cfg' .
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SBOOT = Sdataarray[13]; // Booster temperature - n/a for SMA inverters

settype(SBOOT, 'float');

SKWHT = Sdataarray[14]; // Metering.TotWhOut (kWh)

settype(SKWHT, 'float');

SI1V = Sdataarray[15]; // DcMs.Vol[A]

settype(SI1V, 'float');

SI1A = Sdataarray[16]; // DcMs.Amp[A]

settype(SI1A, 'float');

SI1P = Sdataarray[17]; // DcMs.Watt[A]

settype(SI1P, 'float');

SI2V = Sdataarray[18]; // DcMs.Vol[B]

settype(SI2V, 'float');

SI2A = Sdataarray[19]; // DcMs.Amp[B]

settype(SI2A, 'float');

SI2P = Sdataarray[20]; // DcMs.Watt[B]

settype(SI2P, 'float');

if (SKWHT > 0) { // Avoid null values at early startup

SRET ='0OK;
}else {
SRET = 'NOK';
}
}else {
SRET = 'NOK';
}
} else {
SRET = 'NOK;
}
>

Wechselrichterkonfiguration (inverter.cfg)

Inverter #1

Shart descripion name

Specs 1

Prant Power 8500 |5 | Wip Thes | phase Comection factor| 1 DC anayis) Pass-over vakuz 200000 |4 | kiWh
Protocol :

Port Protocol | SBFspot_mp - RS485 | IP adress 0

Communication options

Back

Sync. invester time daily | Yes ., Log com. emors | Yes . Skip monioring | No Test communication

Front page :

yiuds Macamum [B500 % | W yhods Tick ingerval 1000 ]| W

Info details =

34 Asola 250W Orientierung: 225%, Neigung: 40° 34 Asola 250W Oriantierung: 225°, Nesgung: 407

Dashboard :

Aray 1 DC Power 4250 5| | Wi Amay 2 DC Power 4250 |5 |we Aray 3 DC Power [0 2| we Amay 4 DC Powser |0 1
Expacted annual production : (TE52KAN)

Jan. (153 5| Bwn apr a2 5| ewh aiess 5| wn oct 453 [T |ewn
Feb. (258 = | kWh May 842 5| KWh Aug |918 |5 [KWh Nov.|306  f5 |kWh
Mar.[s88 5 | am Jun (995 o[ kwn Sep. (765 vl | kWh Dec. 230 (v |EWh
Monthly report =

Email Test mail

Checks & Instant notification :

Check esch (5 51 | minume(s Digest messages |30 = | minutets) Motification fiter | WOLLWOOLEGL1

Check inverter slarms [Yes Check inverter messages [Yes Wam connection last [Yes ..

Grid tension range < 208 = | > (150 = |w Resistance insulation threshoid < | & < Mohm Curmart logic threshoid > 15 = | ma

Pushover (3 APl ey | User ke

Rmr;aur,-r:;’ Token

Save nverter g,

Nach dem Speichern der Wechselrichterkonfiguration (UND VOR DEM TEST DER COMMUNICATION!) die SBFspot-Konfiguration

des Inverter (hier: SBFspot_1.cfg) ggf. anpassen und im Verzeichnis /usr/local/bin/sbfspot.3 bereitstellen.
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Welcome admin

OFF L

Jrr s /

™ Main configuration = Main configuration
® Inverter(s) configuration o Inverier(s) configuration
® PVoutput configuration £/ ™ PVoutput configuration £
® Help and debugger B Help and debugger
m Update % Update
Back
123solar is free |

PVOutput-Konfiguration (config_pvoutput.php)

123Solar Administration

PVoutput configuration

Mumber of PVioutput systemn(s) |1 :J

Sy=. ID APl key Consumption Temperature Extended data Inverter(s)

i | [no .| [openweather ] [+

Back Save PVoutput cfg.

Autostart von 123Solar einrichten

Damit nach einem Neustart des Pl 123Solar ebenfalls automatisch gestartet wird muss der entsprechende Service erstellt
werden. Einfacher gehst wenn der fertige Service von github.com/jeanmarc77/123solar/ heruntergeladen und entsprechend
angepasst wird. Um einen sicheren Start zu gewéhrleisten sollte der Start um 10 Sekunden verzégert werden.

Falls noch nicht geschehen, jetzt den 123solar.service von github.com downloaden und ins Verzeichnis /etc/systemd/system/
kopieren.

cd /home/pi/tmp/
wget -c https://github.com/jeanmarc77/123solar/blob/main/misc/examples/123solar.service
sudo cp /home/pi/tmp/123solar.service /etc/systemd/system/123solar.service

Start-Verzogerung in der Service-Datei 123solar.service eintragen

sudo nano /etc/systemd/system/123solar.service

123solar.service

[Unit]

Description=123Solar

Requires=network.target

After=network.target nginx.service php-fpm.service

[Service]

Type=oneshot

ExecStart=sleep 10

ExecStart=/usr/bin/curl http://localhost/123solar/scripts/boot123s.php
#ExecStart=/usr/bin/curl --insecure https://localhost/123solar/scripts/boot123s.php

[Install]
WantedBy=default.target



https://github.com/jeanmarc77/123solar/blob/main/misc/examples/123solar.service

123solar Start Service aktivieren und liberpriifen

sudo systemctl enable 123solar
systemctl status 123solar.service

pi@himbeerix:™~ S systemctl status 123solar.service

pi@himbeerix:~ S sudo systemctl enable 123solar

pi@himbeerix:™~ S systemctl status 123solar

® 123solar.service - 123Solar
Loaded: loaded (/etc/systemd/system/123solar.service; enabled; vendor preset: enabled)
Active: inactive (dead)

Jun 04 17:31:03 himbeerix systemd[1]: Starting 123Solar...

Jun 04 17:31:13 himbeerix curl[643]: % Total % Received % Xferd Average Speed Time Time
Jun 04 17:31:13 himbeerix curl[643]: Dload Upload Total Spent

Jun 04 17:31:14 himbeerix curl[643]: [237B blob data]

Jun 04 17:31:14 himbeerix systemd[1]:

Jun 04 17:31:14 himbeerix systemd[1]:

lines 1-10/10 (END)

pi@himbeerix:~ S

Webseiten Header anpassen

Die Webseite von 123solar (/var/www/123solar/index.php) wird via vorgeschalteter Webseite (/var/www/index.html)
aufgerufen. Um von dort zuriickzukommen wird im Header von 123Solar ein zusatzliche Button ,,Home” benétigt. Deshalb wird
unter Styles eine Kopie des vorhandene Ordner ,default” als ,,mpSol“ abgelegt und dem Kopfbereich (header.php) der ,,Home*-
Button (,,<b><a href='"../'’>Home</a></b> | | “) hinzugefigt.

123solar » styles styles durchsuchen — — ]
R solar » styles » mpsal
Narme Typ And .
) A Name Typ Ar
bluepanel Dateiordner 27.0
default Dateiordner 27.0 55 Z
jeanmarc Dateiordner 27.0 images 2z
robile Dateiordner 270 ,;:5, footer.php Skriptdatei 20
mpsal Dateiordner 27.0 T8 headerphp PHP Skriptdatei 28
':s' globalheader.php 24.0
':s' yourheader.php 24

Style kopieren und Header (mpSol) anpassen

sudo cp —R /var/www/123solar/styles/default /var/www/123solar/styles/mpsol
sudo nano /var/www/123solar/styles/mpsol/header.php
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<head>
</head>

<body>
<table width="95%" border=0 cellspacing=0 cellpadding=0 align="center">

<tr bgcolor="#FFFFFF" height=64>

<td class="cadretopleft" width=128><img src="styles/mpSol/images/sun6048.png" width=60
alt="123Solar"></td>

<td class="cadretop" align="center"><b><?php echo "STITLE";?></b><br><font size="-1"><?php echo
"SSUBTITLE"; ?></font></td>

<td class="cadretopright" width=128 align="right"></td>

<[tr>
<tr bgcolor="#CCCC66" valign="top">
<td COLSPAN=3 class="cadre">

<div class="menu">
<font class="menu">

<table width="100%" border=0 cellspacing=0 cellpadding=0>
<tr><td align='left'>&nbsp <b><a href='../'>SHome</a></b> | | <a href="index.php"><?php echo
"SlgMINDEX";?></a>
<?php
if (SNUMINV>1) {
for ($i=1;Si<=SNUMINV;S$i++) {
echo " | <a href='index.php?selectinvt=$i'>SIgINVTSi</a>";
}
}
>

| <a href="detailed.php"><?php echo "SIgMDETAILED";?></a> | <a href="production.php"><?php echo
"SIgMPRODUCTION";?></a> | <a href="comparison.php"><?php echo "SIgMCOMPARISON";?></a> | <a
href="info.php"><?php echo "SIgMINFO";?></a> | | <a href='admin/'>admin</a>&nbsp;<td
align="right'>&nbsp;</td>
</tr>
</table>

</font>
</div>
<ftd></tr>
<tr valign="top">
<td COLSPAN=3 class="cadrebot" bgcolor="#d3dae2">

<I-- #BeginEditable "mainbox" -->

AnschlieRend sicherstellen, dass der Ordner ,,mpSo

Iu

dem user www-data zugeordnet ist.

sudo chown -R www-data:www-data /var/www/123solar

Auf der Konfigurationsseite von 123Solar kann dann der Style entsprechend ausgewahlt werden.

— Main configuration
Mumber of inverter(s)[1___| Linux distra [arch_ARM
Localization :
Longitude [3.2555 | Latitude[43.813 D Date format [d.n]
TimeZone [ Europel/Gerlin w ] Decimal mark [
Web pages:
Title Subtitle
[122=alar mpSal | [« Himbeerkuche
Style | mpsaol o Language | Deut
Daily bluepane|
default . E . 5
Keep ¢ detailed days Maintain logs si3
jeanmarc y = = =g
mohbile
m | Back || Sawe main cfg. |
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Der eingefligten Home-Button steht dann im Header zur Verfligung.

123solar mpSol
Himbeeriuchan-P-Protoioarer-Uosrwe

ungs-Anzeige»

Home | Index | Detai | Entrag | Vergleich | Infos | admi

mpSol
Heute (1,0 kwh)

o728~ 5 12

Durchschnittlicha Listung W)

[isew
=

16:45

0
07:20 0800 0820 0800 0530 10:00 10:20 n:0 n:30 12:00 1230 1200

Gestern (21,5 kwh)

o sizsw

Durehschnittlichs Laistuna (W)

08:00 0500 1000 11:00 12:00 12300 1400 1500 1600

12:30 1400 1430

Enargia (kWh)

5:00 1530 16:00 1820

Letzten 20 tage

Hiar klickan. um dia tiglichan Ertragsdatails zu sahan

z. 77
» s
a o s
122
102
©
55 50
R I
. sBRRRN
o Frovy

280 1 N 2o, 7 Nor.

Max momentzne Leistung
2545W B 0953
Armaturenbrett

TiSear | STRet | POSA | QueNwsemag | Sweydes) |

SMA DrGMTED | CMAMSRMU | Smbieods | mGSWAEON

T Z3salkar mpSel

[
4 .‘_ﬁ'} = Himbaeske

han-Fv-Prosokollisrer-Uberwachungs-Anzeige=

| Harme |1 Index | Datal | Ertrag | Yergiaich [Tnfas Il admn

+ Anlage-Daten

Leistung : £.500 W
34 sscla 250W Orientierung: 2257, Neigung: 40°
34 Asola Z50W Qrientierung: 225%, Neigung: 407

Inverter o

Reader: SEFspot 3.6.0

Bluetooth Address:

Bluetooth MNetlD: 00

Time: 20201115-08:35:05

Device Name: STP8.0-3AV-40 634
Device Class: Solar~-Wechselrichter
Device Type: Sunny Tripower 8.0
Serial Mumber: 3005977634
Firmware: 03.10.11.R

FPac Max Phase 1: 8000W
Wake-Up Time: 20201115-07:22:53
Sleep Time: 2020111 5-08:35.05

= Ereignisprotakedl

#1 15.77.2020 03:24:52 Sync. inverter time

#1 15.711.2020 07:34:56 Clean wp. purging 1 csw
#* 15_11.2020 07:22:12 123Sclar awake
#* 14.711.2020 16:53:12 1235clar asleep

#* 14992020 12:31:00 Starting 123Sclar {3203)

!
* Counters

Praduktion totak ; 9.717,7 kWh
Kohlanstaffgas gesPeichart | 447 1005

o
Frodugziert : 4,1 kgCog B

E Logger

Ugrtime - O8:37.01 ugp 23:05, 0 users, boad
average: 0.07, 006, .02

DS: Linass 4. 1903w Tl GHIUS Lmuz
System: himbeerix anmw 7l
uniknownmodel name | ARBMT
Praceseor rev 3 (w71 3.4%
Mamony - FO0GME | [el-tlel

Frea)
Disk Usage - SOC. 546 avail
Saftware - 123Salar 1.8.3.3

@ pvoutput (123Salar
Team)

123Solar || SBFSpEC || Evoupul | Openveahumon | SunoyFonal 0 SMeToposeS0 8 DpcaMedahaul | Himpessoshen §
‘maSal Warsisch- o
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Rekonstruieren fehlender 123-CSV-Dateien

Sobald 123Solar aktiviert ist werden die aktuellen Daten (seit Aktivierung 123solar) aus der SBFspot-DB gelesen und im Ordner

/etc/www/123solar\data\invt1\ als csv-Datei abgelegt und entsprechend visualisiert. Werte die vor dem Zeitpunkt der

Aktivierung liegen werden nicht berlicksichtigt.

Um diese ,historischen” Daten ebenfalls in 123solar zu sehen missen die entsprechenden CSV-Dateien manuell bzw. mit Script

erzeugt werden. Mit dem Script 123repair.sh das sich im Ordner /home/pi/scripts/old befindet, kdnnen die fehlenden CSV-

Dateien aus SBFspot.db gelesen und erstellt werden. Diese sollten geprift und anschlieBend in den Ordner

/etc/www/123solar\data\invt1 kopiert werden. Ggf. muss noch der Owner der Dateien angepasste werden. (sudo —R chown

www-data:www-data 123solar).

Script 123repair.sh

#!/bin/bash

#

HHHSHH TR R R
# 123repair.sh

# script um fehlende 123-csv-dateien zu generieren

#

#

HUHHHHHH

JAHR=2021
MONAT=11
TAG=15

read -p "Jahr:" JAHR
read -p "Monat:" MONAT
read -p "Tag:" TAG

TODAYSQL="date +SJAHR-SMONAT-STAG"

CSVFILE="date +SJAHRSMONATSTAG .csv
CSVPATH=/home/pi/tmp/
SMADB=/home/pi/smadata/SBFspot.db
CSVFILE=/home/pi/tmp/ date +SJAHRSMONATSTAG .csv
CMDFILE=/home/pi/tmp/mp_123repair
TMPFILE=/home/pi/tmp/tmp.csv

echo
"Time,I1V,11A,I1P,12V,I2A,12P,I13V,I13A,I3P,14V,|4A,14P,G1V,G1A,G1P,G2V,G2A,G2P,G3V,G3A,G3P,FRQ,EFF,INVT,BOO
T,SR,KWHT">>SCSVFILE

echo .header off >5SCMDFILE
echo .separator , >SCMDFILE
echo .mode csv >>SCMDFILE

echo .output STMPFILE >>SCMDFILE

echo "select time(TimeStamp ,
'unixepoch','localtime'),Udc1,ldc1,Pdc1,Udc2,ldc2,Pdc2,NULL,NULL,NULL,NULL,NULL,NULL, Uacl,
lac1,Pacl,Uac2,lac2,Pac2,Uac3,lac3,Pac3,Frequency, NULL,NULL,NULL,Serial, ((ETotal*1.0)/1000) from SpotData
where date(TimeStamp, 'unixepoch')==\""STODAYSQL"\";" >>SCMDFILE

echo .quit >>SCMDFILE

sudo sqlite3 SSMADB <SCMDFILE
sudo cat STMPFILE >> SCSVFILE

Is -l SCSVPATH
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Datensicherung und weitere Optimierungen
Jeden Abend soll eine Sicherung der SBFspot- und der 123solar-Daten per rsync und Public-Key-Authentifizierung auf die OMV-
NAS erfolgen. Hierzu wird mit ssh-keygen die entsprechenden Key-Files erstellt, die anschlieRend im Verzeichnis /home/pi/.ssh

zur Verfligung stehen.

SSH-Key erstellen

ssh-keygen

pi@himbeerix:~ S ssh-keygen
Generating public/private rsa key pair.
Enter file in which to save the key (/home/pi/.ssh/id_rsa): id_mpsol
Enter passphrase (empty for no passphrase):
Enter same passphrase again:
Your identification has been saved in id_mpsol.
Your public key has been saved in id_mpsol.pub.
The key fingerprint is:
SHA256:8hnTm9iPyqZF54R2TEr1RIFKLEMNnVImOfSUY2DpPSIA pi@himbeerix
The key's randomart image is:
+---[RSA 2048]----+
|  ...=0B+o.|
| E .oB+o+.|
| .+0=00|
| . *+0.0 .|
| .S*+ |
| =@o. |
== |
| 0.0 |
| .oo.. |
+----[SHA256]
pi@himbeerix:~ $
pi@himbeerix:~ S Is -l .ssh
insgesamt 12
1 pi pi 1823 Jan 17 10:44 id_mpsol
-rw-r--r-- 1 pi pi 394 Jan 17 10:44 id_mpsol.pub
-rw-r--r-- 1 pi pi 222 Jan 17 10:45 known_hosts
pi@himbeerix:~ S

SSH-Key auf der Konsole ausgeben und markieren (in die Zwischenablage kopieren)

ssh-keygen -e -f ~/.ssh/id_mpsol.pub

pi@himbeerix:~ S ssh-keygen -e -f ~/.ssh/id_mpsol.pub
---- BEGIN SSH2 PUBLIC KEY ---
Comment: "2048-bit RSA, converted by pi@himbeerix from OpenSSH"

IAAAAB3NzaClyc2EAAAADAQABAAABAQCIWIXdPuAygylOWyOMCbkPTm/w5RtHuUsGFveYT3u
kngDCal1X/SUXVwGg2Equ+AUVohnr9UCbRCnkiB8aM/n4sP2hiACf/BwvkOUjam07/GPkSE

GeinvqdLH9bOfNRitgawin
---- END SSH2 PUBLIC KEY ----

pi@himbeerix:~ S
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.... jetzt den SSH-Key markieren und per cut&paste beim user ,,mpsol” auf der OMV-NAS eintragen und speichern.

o

penmediavault

The open network attached storage solution

L.

A Benutzer

Zugriffskontrolle

4~ S.M.ART.

Benutzer [ENEREGIIGE]

§ RAID Verwaltung

& Bearbeiten

¢ Privilegien XM Lsschen

+ Hinzufogen =

I! Dateisysteme
B Zugriffskontrolle Name T E-.. = Kommentar Gruppen

.

= Bl michael Michael (normaluser) users, ssh * i

&% Gruppe S S

User fiir Rsync vom Solar-Raspi users, adm,

= Freigegebene Ordner ssh Offentlicher Schlissel
& Dienste

g~ Antivirus

G AutomatischHerunterf,
EFTP
B nrs

g rsyne

& SMB/CFS
B s5H
& woL
8 Diagnose
[ T

Zugriff auf OMV via SSH-Key testen

ssh -i fhome/pi/.ssh/id_mpsol 'mpsol@192.168.178.12'

pi@himbeerix:~ S ssh 'MPSOL@192.168.178.12'
Linux OMV 4.14.0-0.bpo.3-amd64 #1 SMP Debian 4.14.13-1~bpo9+1 (2018-01-14) x86_64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent

permitted by applicable law.

Last login: Sun Feb 9 10:20:14 2020 from 192.168.178.6

MPSOL@OMV:~S$ exit

Abgemeldet

Connection to 192.168.178.12 closed.

pi@himbeerix:~ $

pi@himbeerix:™~ S ssh -i /home/pi/.ssh/id_mpsol 'mpsol@192.168.178.12'

Linux OMV 4.19.0-0.bpo.9-amd64 #1 SMP Debian 4.19.118-2+deb10ul~bpo9+1 (2020-06-09) x86_64

The programs included with the Debian GNU/Linux system are free software;
the exact distribution terms for each program are described in the
individual files in /usr/share/doc/*/copyright.

Debian GNU/Linux comes with ABSOLUTELY NO WARRANTY, to the extent
permitted by applicable law.

Last login: Mon Jan 18 11:52:19 2021 from 192.168.178.6
pi@himbeerix:~ S

pi@himbeerix:~ $




WakeOnLan einrichten

sudo apt-get update
sudo apt-get upgrade
sudo apt-get install etherwake

WOL testen (OMV_MAC: 90:2B:34:8B:B1:EQ, OMV_IP:192.168.178.12)

ping 192.168.178.12
sudo etherwake 90:2B:34:8B:B1:E0

. ca.1 Minute warten ...

ping 192.168.178.12

pi@himbeerix:~ S $ ping 192.168.178.12

PING 192.168.178.12 (192.168.178.12) 56(84) bytes of data.
From 192.168.178.6 icmp_seq=9 Destination Host Unreachable
From 192.168.178.6 icmp_seq=10 Destination Host Unreachable
From 192.168.178.6 icmp_seq=11 Destination Host Unreachable
AC

---192.168.178.12 ping statistics ---

14 packets transmitted, O received, +3 errors, 100% packet loss, time 550ms
pipe 4

pi@himbeerix:~ S sudo etherwake 90:2B:34:8B:B1:E0
pi@himbeerix:~ S ping 192.168.178.12

PING 192.168.178.12 (192.168.178.12) 56(84) bytes of data.

64 bytes from 192.168.178.12: icmp_seq=1 ttI=64 time=0.592 ms
64 bytes from 192.168.178.12: icmp_seq=2 ttI=64 time=0.136 ms
64 bytes from 192.168.178.12: icmp_seq=3 ttl=64 time=0.215 ms
64 bytes from 192.168.178.12: icmp_seq=4 ttl=64 time=0.232 ms
64 bytes from 192.168.178.12: icmp_seq=5 ttI=64 time=0.153 ms
64 bytes from 192.168.178.12: icmp_seq=6 ttl=64 time=0.142 ms
AC

---192.168.178.12 ping statistics ---

6 packets transmitted, 6 received, 0% packet loss, time 231ms

rtt min/avg/max/mdev = 0.136/0.245/0.592/0.159 ms
pi@himbeerix:~ S AC

pi@himbeerix:~ S

Sicherungsscript erstellen

cd /home/pi/scripts
nano bkup_mpsol.sh

rsync Optionen

-a, --archive archive modus; gleich wie -rlptgoD (no -H,-A,-X)

-V, --verbose zeigt wahrend des Synchronisierens alle ausgefiihrten Schritte an

-z, --compress aktiviert die Komprimierung fiir die Datenlibertragung

-e, --rsh=COMMAND definiert die zu benutzende remote shell

--numeric-ids damit die UID des Besitzers nicht an den entfernten Rechner angepasst wird

-n, --dry-run simuliert nur was passieren wirde ("dry run")



Script bkup_mpsol.sh

#!/bin/bash

#

HHHH R H R
# -- bkup_mpsol.sh ---

# script um die mpsol-Daten auf OMV-NAS zu sichern

#

HHHHH S R R
#OMV_LOG=/home/pi/logs/bkup_'date +%Y-%m-%d".log
LOGFILE=/home/pi/logs/mSol’date +%Y-%m-%d .log
RSCFILE=/home/pi/logs/mSolrsc’date +%Y-%m-%d".log

date >> SLOGFILE

echo "Starte Script bkup_mpsol.sh" >> SLOGFILE

OMV_MAC=90:2B:34:8B:B1:E0
OMV_IP=192.168.178.12
OMV_ZIEL=mpsol@192.168.178.12

start=S(date +%s)
diff=0
max=300

echo "OMV aufwecken ...." >> SLOGFILE

sudo etherwake SOMV_MAC
sudo etherwake -b SOMV_MAC

while ! ping -c1 SOMV_IP &>/dev/null ;
do
if [ Sdiff -eq 0 ];
then
echo "OMV ist offline. Warte max. 5 Minuten..." >> SLOGFILE
fi
echo -ne " ."Sdiff >> SLOGFILE

diff=5((S(date +%s) - start))
if [ Sdiff -ge Smax ];
then
break ;
fi
done

ping SOMV_IP -c2

if[$?-eq 0]
then
echo -e "\nOMV ist jetzt online: " >> SLOGFILE
date >> SLOGFILE

fi

### warte 10 Sec. bis OMV-Dienste sicher gestartet sind

echo " warte 10 Sec. bis OMV-Dienste sicher gestartet sind" >> SLOGFILE
sleep 10

if [ Sdiff -It Smax J;
then
#tdate >> SLOGFILE

## raspi /home sichern
echo "Starte Sicherung home:(/home)" >> SLOGFILE

rsync --log-file=SRSCFILE --numeric-ids -Oavze "ssh -i /home/pi/.ssh/id_mpsol" /home/ SOMV_ZIEL:/srv/dev-
disk-by-label-RAID1/MPSOL/_raspi/home/ >> SLOGFILE
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## raspi var/www sichern
echo "Starte Sicherung www:(/var/www)" >> SLOGFILE

rsync --log-file=SRSCFILE --numeric-ids -Oavze "ssh -i /home/pi/.ssh/id_mpsol" /var/www/ SOMV_ZIEL:/srv/dev-
disk-by-label-RAID1/MPSOL/_raspi/var/www/ >> SLOGFILE

## /var/log/sbfsot.3 sichern
echo "Starte Sicherung sbfspot-logs:(/var/log/sbfspot.3)" >> SLOGFILE

rsync --log-file=SRSCFILE --numeric-ids -Oavze "ssh -i /home/pi/.ssh/id_mpsol" /var/log/sbfspot.3/
SOMV_ZIEL:/srv/dev-disk-by-label-RAID1/MPSOL/_raspi/var/log/sbfspot.3/ >> SLOGFILE

else
echo "Zeitliberschreitung, OMV konnte nicht hochgefahren werden. Fehler." >> SLOGFILE
exit 1

fi

## rsync-logfile ans Log-file anhaengen
cat SRSCFILE >> SLOGFILE

echo "Backup beendet" >> SLOGFILE
date >> SLOGFILE

echo "Ende Script bkup_mpsol.sh " >> SLOGFILE
echo -e " \n-------------- \n " >> SLOGFILE

Script ausfiihrbar Machen und testen:

sudo chmod 755 bkup_mpsol.sh

Scriptaufruf in crontab eintragen

crontab -e

*/56-22 * * * Jusr/local/bin/sbfspot.3/daydata
55 05 * * * /usr/local/bin/sbfspot.3/monthdata

30 22 * * * [home/pi/scripts/bkup_mpsol.sh

Crontab anzeigen

pi@himbeerix:

pi@himbeerix:~ S crontab -

*/56-22 * * * Jusr/local/bin/sbfspot.3/daydata
5505 * * * /usr/local/bin/sbfspot.3/monthdata

3022 * * * fhome/pi/scripts/bkup_mpsol.sh

01 ** *find /var/log/sbfspot.3/ -name "*.log" -mtime +7 -delete

01 ** *find /home/pi/smadata/logs/ -name "*.log" -mtime +7 -delete
01 *** find /home/pi/smadata/ -name "*.csv" -mtime +7 -delete

01 ** *find /home/pi/solarlog/ -name "*.*" -mtime +7 -delete

01 ***find /nome/pi/logs/ -name "*.log" -mtime +7 -delete
pi@himbeerix:
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Ertragsdaten zusatzlich im Solarlog-Format bereitstellen

Beim Solarlog-Format werden die Ertrags-Daten im Wesentlichen in vier verschiedenen Dateien flr Tages- Monats- Jahres-Ertrag
und bereitgestellt. Es missen folgende Dateien erstellt werden:

minYYMMDD.js

Tagesertrag im 5-Minuten Intervall

days_hist.js - Tages-Historie
months.js - Monatsertrag
years.js - Jahresertrag

Tagesertrag im 5-Minuten Intervall (min120508.js)

Es wird pro Tage eine Datei benétigt. Diese Dateien enthalten die fortlaufend Messwerte des jeweiligen Tages im 5-Minuten-
Intervall (in absteigender Reihenfolge), d.h. alle 5 Minuten wird eine neue Zeile mit folgendem Zeilenaufbau hinzugefiigt:

Tages-
PAC PDC PDC2 ubDC1 ubDC2
Kennun Datum und Uhrzeit Summe
& (W] (W] (W] V] V]
[Wh]
m[mi++]= “108.05.2012 15:35 | 873 ; 488 ; 488 ; 17746 ; 350 ; 350
m[mi++]= “108.05.2012 15:30 | 912 ; 498 ; 492 ; 17744 ; 352 ; 351

Gesamt-Tagesertrag je Tag (days_hist.js)

Die Datei days_hist.js enthalt die Tageswerte aller vergangenen Tage (in absteigender Reihenfolge), d.h. am Tagesende bzw.
nach Sonnenuntergang wird jeweils eine neue Zeile mit folgendem Zeilenaufbau hinzugefugt:

Kennung Datum Tagf\zler:icrag Max PA?VSTS Tages
da[da++]= | “| 19.06.2020 1689 1236 “
da[da++]= “1 18.06.2020 | 46279 7428 “
da[da++]= “1 17.06.2020 | 21077 ; 6912 “

Monatsertrag (months.js)

Die Datei enthélt den jeweiligen Monatsertrag bis zum aktuellen Tag (in absteigender Reihenfolge). Die Datei wird taglich mit
folgendem Zeilenaufbau aktualisiert:

Monatsertrag
Kennung Datum [Wh]
mo[mx++]= “ 26.09.20 | 758239 "
mo[mx++]= “ 31.08.20 | 1007000 !
mo[mx++]= “ 31.07.20 | 1274000 "

Jahresertrag (years.js)

Die Datei enthélt den Jahresertrag (in absteigender Reihenfolge). Die Datei wird taglich mit folgendem Zeilenaufbau aktualisiert:

Kennung Datum Jahr?\j\jﬁ]rtrag

yelyx++]= “ 31.12.2019 8557620 "
yelyx++]= “ 31.12.2018 8672925 "
ye[yx++]= “ 31.12.2017 8399968 "
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DB View fiir Solarlog-Daten erstellen

Um die aktuellen Daten in das Solarlog-Format zu konvertieren wird ein zusatzlicher View (vwSolarlogData) benétigt mit dem
die Werte entsprechend konvertiert werden kdonnen:

cd /home/pi/smadata
sqlite3 SBFspot.db

DROP VIEW IF EXISTS vwSolarlogData;

CREATE VIEW vwSolarlogData AS
SELECT dd.Timestamp,
CASE WHEN dd.Power > 8500
THEN O
ELSE
dd.Power
END AS PAC,
CASE WHEN spot.Pdc1 is Null
THEN O
ELSE
spot.pdcl
END AS PDC1,
CASE WHEN spot.Pdc2 is Null
THEN O
ELSE
spot.pdc2
END AS PDC2,
dd.TotalYield AS DaySum,
CASE WHEN spot.udcl is Null
THEN O
ELSE
spot.udcl
END AS UDC1,
CASE WHEN spot.udc2 is Null
THEN "0"
ELSE
spot.udc2
END AS UDC2
FROM vwDayData AS dd
LEFT JOIN vwAvgSpotData AS spot
ON dd.Serial = spot.Serial AND dd.Timestamp = spot.Nearest5min
LEFT JOIN vwAvgConsumption AS cons
ON dd.Timestamp = cons.Nearest5min
ORDER BY dd.Timestamp DESC;

Scripts zur Erstellung der Solarlog-Daten

Die Erstellung der Solarlog-Dateien erfolgt durch die scripts mSolToday.sh, mSolDayhist.sh, mSolMonths.sh und mSolYears.sh die
per cron gestartet werden. Der Upload der Daten aktuellen Daten auf die Webserver erfolgt dann anschliefend durch das Script

mSolUpload.sh.
Die Solarlogdaten werden im Verzeichnis =/home/pi/solarlog/mpsol abgelegt, per ftp auf den/die Webserver kopiert und
zusatzlich per Backup-Skript zusammen auf die OMV gesichert.
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Script mSolToday.sh

#!/bin/bash

#

HHHH R R
# mSolToday.sh

# script generiert aus SBFspot.db die solarlog-dateien vom aktuellen Tag

HHHHH S AR R R R
LOGFILE=/home/pi/logs/mSol date +%Y-%m-%d .log

date >> SLOGFILE

echo "Starte Script mSolToday.sh " >> SLOGFILE

HRHHARHHHA SRR AW R HH AR H A R S A HH B AR SR HE SR B AR R A HE SR HE R R
#--- als erstes die ggf. zu grossen werte in der DB-tabelle daydata loeschen

REHHH T w B R H R R R
SMADB=/home/pi/smadata/SBFspot.db

CLRFILE=/home/pi/sol_tmp/cleanup.cmd

CLRLOG=/home/pi/logs/cleanup.log

echo "In der DB SSMADB wird die Tabelle Daydata geprift und ggf. bereinigt: " >> SLOGFILE

echo .header on >SCLRFILE

echo .mode list >>SCLRFILE

echo .separator ";" >>SCLRFILE
echo .output SCLRLOG >>SCLRFILE

echo "select date(TimeStamp, 'unixepoch'),* from daydata where power>1205987;" >> SCLRFILE
echo "update daydata set power=0 where power>1205987;" >> SCLRFILE

echo .quit >> SCLRFILE

#sudo sqlite3 SSMADB <SCLRFILE

sglite3 SSMADB <SCLRFILE

cat SCLRLOG >> SLOGFILE

date >> SLOGFILE

echo "Ende Priifung/Bereinigung Tabelle Daydata " >> SLOGFILE

HHHHH R
#--- jetzt die solarlogdaten erstellen

HHHHH R
SMADB=/home/pi/smadata/SBFspot.db

CMDFILE=/home/pi/sol_tmp/mSolToday.cmd

TODAYSQL="date +'%Y-%m-%d"

MINFILE="/home/pi/solarlog/min'date +'%y%m%d"".js"

date >> SLOGFILE
echo "Solarlog 5-Minuten-Daten werden erstellt als: SMINFILE" >> SLOGFILE

DAYS_MIN=S$(sglite3 SSMADB "select min(daysum) from vwSolarlogdata where
substr(TimeStamp,1,10)=='STODAYSQL"")

echo .header off > SCMDFILE

echo .mode list >> SCMDFILE

echo .separator ";" >> SCMDFILE
echo .output SMINFILE >> SCMDFILE

echo " select 'm[mi++]=\""| | strftime('%d.%m.',timestamp) | | substr(timestamp,3,2) | | strftime("
%H:%M:%S',timestamp) | |'|' | [PAC||;'| | cast(pdcl as integer)| |';'| | cast(pdc2 as integer)||";'| | (daysum-
(SDAYS_MIN))||";'| | cast(udcl as integer)| |';'| | cast(udc2 as integer) | |'\"' from vwSolarlogdata where
substr(TimeStamp,1,10)==\""STODAYSQL"\";" >>SCMDFILE

echo .quit >> SCMDFILE
#sudo sqlite3 SSMADB < SCMDFILE
sglite3 SSMADB < SCMDFILE
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echo "Solarlog 5-Minuten-Daten wurden erstell" >> SLOGFILE
date >> SLOGFILE

echo "Ende Script mSolToday.sh " >> SLOGFILE

echo -e " \n-------------- \n " >> SLOGFILE

40



Script mSolDayhist.sh

#!/bin/bash

#

HHHH S R R R
# mSolDayhist.sh

# Solarlog Tagesdatei days.js und Tageshistorie day_hist.js generieren

#

# zielformat: da[dx++]="25.03.20|5980;1204"

HHHHH S AR R R R
LOGFILE=/home/pi/logs/mSol’date +%Y-%m-%d .log

date >> SLOGFILE

echo "Starte script mSolDayhist.sh " >> SLOGFILE

SMADB=/home/pi/smadata/SBFspot.db
CMDFILE=/home/pi/sol_tmp/dayshist.cmd

DAY_FILE="/home/pi/solarlog/days.js"
HST_FILE="/home/pi/solarlog/days_hist.js"
TMP_FILE="/home/pi/sol_tmp/days_hist_tmp.txt"

echo "Solarlog Tagesdatei: SDAY_FILE und Tageshistorie: SHST_FILE wird erstellt" >> SLOGFILE
TODAYSQL="date +'%Y-%m-%d"

echo .header off > SCMDFILE

echo .mode list >> SCMDFILE

echo .separator ";" >> SCMDFILE
echo .output SDAY_FILE >> SCMDFILE

echo "select
'da[dx++]=\""| | strftime('%d.%m.',date(timestamp,'unixepoch')) | | substr(strftime('%Y',datetime(TimeStamp,'unixep
och')),3,2) | |'l'| | cast(max(Totalyield) - min(Totalyield) as text), max(power) | |'\"' from daydata where

date(TimeStamp,'unixepoch')==\""STODAYSQL"\";" >>SCMDFILE

echo .quit >> SCMDFILE
sqlite3 SSMADB < SCMDFILE

FIRST_LINE=$(head -n1 $HST_FILE)
FILE_DATUM=${FIRST_LINE:10:8}

DATUM="date +'%d.%m.%y"

#echo "erste zeile: SFIRST_LINE " >> SLOGFILE
#echo "datum der ersten zeile: SFILE_DATUM " >> SLOGFILE
#techo "datum von heute : SDATUM " >> SLOGFILE

if ["SDATUM" = "SFILE_DATUM" ];
then
#echo "eintrag von Heute bereits vorhanden, erst ab zeile zwei uebernehmen" >> SLOGFILE
#echo " SHST_FILE als STMP_FILE ab zerile zwei uebernehmen" >> SLOGFILE
tail +2 SHST_FILE > STMP_FILE
else
#echo "SHST_FILE kopieren nach STMP_FILE " >> SLOGFILE
cp $HST_FILE STMP_FILE
fi

cat SDAY_FILE STMP_FILE > SHST_FILE
echo "Solarlog Tages-Datei und Tageshistorie wurde erstellt" >> SLOGFILE
date >> SLOGFILE

echo "Ende script mSolDayhist.sh "' >> SLOGFILE
echo -e "\n---------——--- \n" >> SLOGFILE
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Script mSolMonth.sh

#!/bin/bash

#

HHHH S R R R
mSolMonths.sh
solarlog-monatsertrag-datei months.js aktualisieren

zielformat: mo[mx++]="24.10.20|313053" monatsertrag bisd zum aktuellen tag
mo[mx++]="30.09.20|839526" monatsertrag bis zum monatsende

#

#

#

#

#

#

# startdatum 01.aktueller monat.jahr

# min_daysum ermitteln vom startdaytum
# max_daysum ermitteln alles > startdatum

# monatertrag = max -min

# zeile schreiben

# wenn aktueller tag == 01 dann zeile als erste zeile zu month.js zufiigen

# sonst  zeile als austauschen .. cat +2 eile + tail +2 month.js
#

HEHHARHH AR AR SRR B S H AR E R R A S A H AR R A R S A HH AR IR
LOGFILE=/home/pi/logs/mSol date +%Y-%m-%d".log

date >> SLOGFILE

echo "Starte script mSolMonths.sh " >> SLOGFILE

TAG=$(date +%d')
MONAT=$(date +'%m')
JAHR=$(date +'%y"')

SMADB=/home/pi/smadata/SBFspot.db
CMDFILE=/home/pi/sol_tmp/mSolMonths.cmd

MON_FILE="/home/pi/solarlog/months.js"
TMP_FILE="/home/pi/sol_tmp/months_tmp.txt"
NEW_FILE="/home/pi/sol_tmp/months_new.txt"
STARTSQL="date +'%Y-%m-01"

echo "Solarlog Monatsertrdge werden aktuallisiert als SMON_FILE " >> SLOGFILE

min_daysum=5$(sqlite3 SSMADB "select min(totalyield) from daydata where
date(TimeStamp,'unixepoch')>='SSTARTSQL"")
max_daysum=S(sqlite3 SSMADB "select max(totalyield) from daydata where
date(TimeStamp,'unixepoch')>='SSTARTSQL"")

echo 'mo[mx++]="'STAG.SMONAT.SJAHR'|'S((Smax_daysum-Smin_daysum))"" > SNEW_FILE

if [ STAG -eq "01" ]
then
#techo "es ist der erster tag im monat, alle zeilen uebernehmen"
cat SMON_FILE > STMP_FILE
else
#echo " es ist nicht der erste tag im monat, ab zeile zwei uebernehmen"
tail +2 SMON_FILE > $TMP_FILE
fi

cat SNEW_FILE STMP_FILE > SMON_FILE
date >> SLOGFILE

echo "Ende script mSolMonths.sh " >> SLOGFILE
echo -e "\n-------------- \n" >> SLOGFILE
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Script mSolYears.sh

#!/bin/bash

#

HHHH S R R R
# mSolYears.sh

# solarlog-jahresertrag-datei years.js aktualisieren

#

# zielformat: ye[yx++]="24.10.20|8450000" jahresertrag bis zum aktuellen tag

# ye[yx++]="31.12.19|8557620" jahresertrag bis zum jahresende

#

HHHH R R
LOGFILE=/home/pi/logs/mSol date +%Y-%m-%d".log

date >> SLOGFILE
echo "Starte script mSolYears.sh " >> SLOGFILE

TAG=$(date +'%d')
MONAT=S(date +'%m')
JAHR=$(date +'%y"')

SMADB=/home/pi/smadata/SBFspot.db
CMDFILE=/home/pi/sol_tmp/mSolYears.cmd

YRS_FILE="/home/pi/solarlog/years.js"
TMP_FILE="/home/pi/sol_tmp/years_tmp.txt"
NEW_FILE="/home/pi/sol_tmp/years_new.txt"
STARTSQL="date +'%Y-01-01"

echo "Solarlog Jahressertrage werden aktuallisiert als SYRS_FILE " >> SLOGFILE

min_sum=5(sqlite3 SSMADB "select min(totalyield) from monthdata where
date(TimeStamp,'unixepoch')>='SSTARTSQL"")
max_sum=S$(sqlite3 SSMADB "select max(totalyield) from monthdata where
date(TimeStamp,'unixepoch')>='SSTARTSQL"")

echo 'ye[yx++]="'STAG.SMONAT.SJAHR'|'S((Smax_sum-Smin_sum))"" > SNEW_FILE

if [ STAG -eq "01" ]
then
if [ SMONAT -eq "01" ]
then
#echo "es ist der erster tag im ersten monat, alle zeilen uebernehmen" >> SLOGFILE
cat SYRS_FILE > STMP_FILE
fi
else
#echo " es ist nicht der erste tag im monat, ab zeile zwei uebernehmen" >> SLOGFILE
tail +2 SYRS_FILE > STMP_FILE
fi

cat SNEW_FILE STMP_FILE > $YRS_FILE
date >> SLOGFILE

echo "Ende script mSolYears.sh " >> SLOGFILE
echo -e "\n-------------- \n" >> SLOGFILE
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Script mSolUpload.sh

#!/bin/bash

#

HHHH R R R
# mSolUpload.sh

# script kopiert die aktuellen Daten im Solarlog-Format

# auf die entsprechenden Webserver/webspace

#

HEHHHHEHHHEHEHHH A A
#

# upload der solarlog-Daten zur webseite home.solarlog-web.de

#

# ftp-server=ftp://home.solarlog-web.de

#

# zielverzeichnis=default-website/date

# user=f**** *(user und PW siehe SBFspot.cfg und/oder keePass)

# pW: r %k %k %k ok k

HEHEHHHEHHHEHEHH A A

LOGFILE=/home/pi/logs/mSol date +%Y-%m-%d".log
date >> SLOGFILE
echo "Starte script mSolUpload.sh " >> SLOGFILE

HOST='ftp://home.solarlog-web.de'
USER= If* SESSE *(user und PW siehe SBFspot.cfg und/oder keePass)

PASS='rH ¥ kx!

TARGETFOLDER='/"
SOURCEFOLDER='/home/pi/solarlog'
echo "Starte Upload der Solarlog-Dateien zu SHOST " >> SLOGFILE

Iftp -f "

open SHOST

user SUSER SPASS

lcd SSOURCEFOLDER

mirror --reverse --verbose SSOURCEFOLDER STARGETFOLDER >> SLOGFILE
bye

" >> SLOGFILE

echo "Upload der Solarlog-Dateien beendet" >> SLOGFILE

REFHHH BT SRR S H R R S R B R S H R R
# upload der solarlog-Daten zur webseite https://himbeerix.12hp.de/

#

# ftp-server=ftp://himbeerix.lima-ftp.de

#

# zielverzeichnis=default-website/daten

# usersh****x* *(user und PW siehe SBFspot.cfg und/oder keePass)

# pw=e*******

HHHHH S R R R R

HOST='ftp://himbeerix.lima-ftp.de'

USER= ! h DS *(user und PW siehe SBFspot.cfg und/oder keePass)
PASS=|e*******|

TARGETFOLDER='/default-website/daten’
SOURCEFOLDER='/home/pi/solarlog'

echo "Starte der Solarlog-Dateien Upload zu SHOST " >> SLOGFILE

Iftp -f "

open SHOST

user SUSER SPASS

lcd SSOURCEFOLDER

mirror --reverse --verbose SSOURCEFOLDER STARGETFOLDER >> SLOGFILE
bye
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" >> SLOGFILE

echo "Upload der Solarlog-Dateien beendet" >> SLOGFILE

date >> SLOGFILE
echo "Ende script mSolUpload.sh " >> SLOGFILE
echo -e "\n-------------- \n" >> SLOGFILE

Skripte in crontab eintragen

crontab -e

05 22 * * * /home/pi/scripts/mSolToday.sh
1022 * * * /home/pi/scripts/mSolDayhist.sh
12 22 * * * /home/pi/scripts/mSolMonths.sh
14 22 * * * /home/pi/scripts/mSolYears.sh
2022 * * * /nome/pi/scripts/mSolUpload.sh

crontab anzeigen

pi@himbeerix:~ S crontab -|
*/56-23 * * * Jusr/local/bin/sbfspot.3/daydata
5505 * * * /usr/local/bin/sbfspot.3/monthdata

05 22 * * * fhome/pi/scripts/mSolToday.sh
10 22 * * * fhome/pi/scripts/mSolDayhist.sh
12 22 * * * [home/pi/scripts/mSolMonths.sh
14 22 * * * [home/pi/scripts/mSolYears.sh
2022 * * * fhome/pi/scripts/mSolUpload.sh
2522 * * * [home/pi/scripts/m123Upload.sh

3022 * * * /home/pi/scripts/bkup_mpsol.sh
01 ** *find /var/log/sbfspot.3/ -name "*.log" -mtime +7 -delete

01***find /home/pi/smadata/logs/ -name "*.log" -mtime +7 -delete
01 ** * find /home/pi/smadata/ -name "*.csv" -mtime +7 -delete

01 ***find /home/pi/solarlog/ -name "*.*" -mtime +7 -delete
01 ** *find /home/pi/logs/ -name "*.log" -mtime +7 -delete
pi@himbeerix:
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